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FACTOR ANALYSIS | SPSS ANNOTATED OUTPUT

This page shows an example of a factor analysis with footnotes explaining the output. The data used in this example
were collected by Professor James Sidanius, who has generously shared them with us. You can download the data

Overview: The "what" and "why" of factor analysis

Factor analysis is a method of data reduction. It does this by seeking underlying unobservable (latent) variables that
are reflected in the observed variables (manifest variables). There are many different methods that can be used to
conduct a factor analysis (such as principal axis factor, maximum likelihood, generalized least squares, unweighted
least squares), There are also many different types of rotations that can be done after the initial extraction of factors,
including orthogonal rotations, such as varimax and equimax, which impose the restriction that the factors cannot be
correlated, and oblique rotations, such as promax, which allow the factors to be correlated with one another. You also
need to determine the number of factors that you want to extract. Given the number of factor analytic techniques and
options, it is not surprising that different analysts could reach very different results analyzing the same data set.
However, all analysts are looking for simple structure. Simple structure is pattern of results such that each variable
loads highly onto one and only one factor.

Factor analysis is a technique that requires a large sample size. Factor analysis is based on the correlation matrix of
the variables involved, and correlations usually need a large sample size before they stabilize. Tabachnick and Fidell
(2001, page 588) cite Comrey and Lee’s (1992) advise regarding sample size: 50 cases is very poor, 100 is poor, 200 is

fair, 300 is good, 500 is very good, and 1000 or more is excellent. As a rule of thumb, a bare minimum of 10
observations per variable is necessary to avoid computational difficulties.

For the example below, we are going to do a rather "plain vanilla" factor analysis. We will use iterated principal axis
factor with three factors as our method of extraction, a varimax rotation, and for comparison, we will also show the

promax oblique solution. The determination of the number of factors to extract should be guided by theory, but also
informed by running the analysis extracting different numbers of factors and seeing which number of factors yields the

most interpretable results.

In this example we have included many options, including the original and reproduced correlation matrix, the scree
plot and the plot of the rotated factors. While you may not wish to use all of these options, we have included them
here to aid in the explanation of the analysis. We have also created a page of annotated output for a principal
components analysis that parallels this analysis. For general information regarding the similarities and differences
between principal components analysis and factor analysis, see Tabachnick and Fidell (2001), for example.

factor

/variables item13 iteml14 iteml5 iteml6 iteml7 item18 item19 item20 item21 item22 item23 item24
/print initial det kmo repr extraction rotation fscore univariate

/format blank(.30)

/plot eigen rotation

/criteria factors(3)

/extraction paf

/rotation varimax

/method = correlation.

nups:/siats.iare.ucla.eau/spss/outpuvtactor-analysis/

s



4/11/201K

The table above is output because we used the univariate option on the /print subcommand. Please note that the
only way to see how many cases were actually used in the factor analysis is to include the univariate option on the
/print subcommand. The number of cases used in the analysis will be less than the total number of cases in the data
file if there are missing values on any of the variables used in the factor analysis, because, by default, SPSS does a
listwise deletion of incomplete cases. If the factor analysis is being conducted on the correlations (as opposed to the
covariances), it is not much of a concern that the variables have very different means and/or standard deviations
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Descriptive Statistics

Mean a

Std. Deviationh

Analysis

INSTRUC WELL
PREPARED

INSTRUC SCHOLARLY
GRASF

INSTRUCTOR
COMNFIDENCE
INSTRUCTOR FOCLIS
LECTURES
INSTRUCTOR USES
CLEAR RELEWANT
EXAMPLES
INSTRUCTOR SENSITIVE
TOSTUDENTS

IMSTRUCTOR ALLOWS
ME TO ASK QUESTIONS
IMETRUCTOR |5
ACCESSIBLETO
STUDEMTS OUTSIDE
CLASS

INSTRUCTOR AWARE OF
STUDEMTS
UMDERSTAMNDIMG

| A SATISFIED WiITH
STUDEMT
PERFORMAMNCE
EVALUATION
COMPARED TO OTHER
IMSTRUCTORS, THIS
IMETRUCTOR |5
COMPARED TO OTHER
COURSES THIS
COURSE WAS

4 46

453

4.45

4.28

3.92

4.08

.78

377

38

3.81

367

729

oo

32

829

B85

1.035

64

809

RELE

5T

926

1365

1365

1365

1365

1365

1365

1365

1365

1365

1365

1365

1365

(which is often the case when variables are measured on different scales).

a. Mean — These are the means of the variables used in the factor analysis.

b. Std. Deviation — These are the standard deviations of the variables used in the factor analysis.

c. Analysis N — This is the number of cases used in the factor analysis.

The table above is included in the output because we used the det option on the /print subcommand. All we want to
see in this table is that the determinant is not O. If the determinant is O, then there will be computational problems
with the factor analysis, and SPSS may issue a warning message or be unable to complete the factor analysis.

Correlation Matri==

4. Determinant= .002
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KMO and Bartlett's Test
Kaiser-Meyver-Olkin Measure of Sampling
Adeguacy. @

Bartlett's Test of Approx. Chi-Sgquare
Sphericityb df
Sig.

934

BETE.¥12
66
000

a. Kaiser-Meyer-Olkin Measure of Sampling Adequacy — This measure varies between 0 and 1, and values closer to 1

are better. A value of .6 is a suggested minimum.

b. Bartlett’s Test of Sphericity — This tests the null hypothesis that the correlation matrix is an identity matrix. An
identity matrix is matrix in which all of the diagonal elements are 1 and all off diagonal elements are 0. You want to

reject this null hypothesis.

Taken together, these tests provide a minimum standard which should be passed before a factor analysis (or a

principal components analysis) should be conducted.
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Communalities?

Initiall | Extraction®

Rt} 76

iterm13 INSTRUCWELL
FREFARED

iterm14 INSTRLUIC
SCHOLARLY GRASF
item1s INSTRUCTOR
COMFIDEMCE

iterm1 6 INSTRUCTOR
FOCLIS LECTURES
iterm17 INSTRUCTOR

LISES CLEAR 5835 B23
RELEWANT EXAMPLES

item1d INSTRUCTOR
SENSITVE TO AT2 BTa
STUDENTS

itern19 INSTRUCTOR
ALLOWYS ME TO ASK 456 476
QUESTIONS

iternZdd INSTRUCTOR
IS ACCESSIELE TO
STUDEMNTS QOUTSIDE
CLASS

itermnd? INSTRUCTOR
AWARE OF STUDEMTS A16 544
LUNDERSTAMDIMNG
itemZ2 | AWM SATISFIED
WITH STUDEMNT
FERFORMAMNCE
EVALLUATION

itemZ3 COMPARED TO
OTHER INSTRUCTORS, BEZ a9
THIS INSTRUCTOR 15

itermd4 COMPARED TO
OTHER COURSES THIS Rl 5 F32
COLURSEWASD

Extraction Method: Principal Axis Factoring.

Ralal 19

38 o492

A47 ABB

326 369

397 444

a. Communalities — This is the proportion of each variable’s variance that can be explained by the factors (e.g., the
underlying latent continua). It is also noted as h? and can be defined as the sum of squared factor loadings for the
variables.

b. Initial — With principal factor axis factoring, the initial values on the diagonal of the correlation matrix are
determined by the squared multiple correlation of the variable with the other variables. For example, if you regressed
items 14 through 24 on item 13, the squared multiple correlation coefficient would be .564.

c. Extraction — The values in this column indicate the proportion of each variable’s variance that can be explained by
the retained factors. Variables with high values are well represented in the common factor space, while variables with
low values are not well represented. (In this example, we don’t have any particularly low values.) They are the
reproduced variances from the factors that you have extracted. You can find these values on the diagonal of the
reproduced correlation matrix.
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Tatal Variance Explamed

Inifial Eigarmaluesh Extraction Sums of Squared Loadings Rosalion Surns of Squarsd Loadings B
Eactord]  Totsi® | % of Vananced] Cumulative %"]  Total | % ofvanance | Cumulstve ® | ot Cumulative %
D 52070 WEa1 48150 5758 2850 — a4 |
1229 62322 806 6.719 55478 2885
719 68313 B0 3.000 58478 1412
613 73423
SE1 78.098
503 82291
471 B6.218

380 69,458
368 82524
10 ki ] 95,258
n a7 2645 o7.504
1 252 2096 100,000
Exfraction Malhan Frincipal Axis Factoring

ERTr

—

a. Factor — The initial number of factors is the same as the number of variables used in the factor analysis. However,
not all 12 factors will be retained. In this example, only the first three factors will be retained (as we requested).

b. Initial Eigenvalues — Eigenvalues are the variances of the factors. Because we conducted our factor analysis on the
correlation matrix, the variables are standardized, which means that the each variable has a variance of 1, and the total
variance is equal to the number of variables used in the analysis, in this case, 12.

c. Total — This column contains the eigenvalues. The first factor will always account for the most variance (and hence
have the highest eigenvalue), and the next factor will account for as much of the left over variance as it can, and so
on. Hence, each successive factor will account for less and less variance.

d. % of Variance — This column contains the percent of total variance accounted for by each factor.

e. Cumulative % — This column contains the cumulative percentage of variance accounted for by the current and all
preceding factors. For example, the third row shows a value of 68.313. This means that the first three factors together
account for 68.313% of the total variance.

f. Extraction Sums of Squared Loadings — The number of rows in this panel of the table correspond to the number of
factors retained. In this example, we requested that three factors be retained, so there are three rows, one for each
retained factor. The values in this panel of the table are calculated in the same way as the values in the left panel,
except that here the values are based on the common variance. The values in this panel of the table will always be
lower than the values in the left panel of the table, because they are based on the common variance, which is always
smaller than the total variance.

g. Rotation Sums of Squared Loadings — The values in this panel of the table represent the distribution of the variance
after the varimax rotation. Varimax rotation tries to maximize the variance of each of the factors, so the total amount of
variance accounted for is redistributed over the three extracted factors.

Scree Plot

5

Eigenvalue

1 23 4 5 6 7 8 g 10 1 12
Factor Number

The scree plot graphs the eigenvalue against the factor number. You can see these values in the first two columns of
the table immediately above. From the third factor on, you can see that the line is almost flat, meaning the each
successive factor is accounting for smaller and smaller amounts of the total variance.
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Factor Matrix=P

Factor €
1 2 3

Temi1s THETRUC WELL
PREPARED 13 -390
itern14 INSTRUC
SCHOLARLY GRASP
itern15 INSTRUCTOR
CONFIDENGE 121
itarn16 INSTRUCTOR
FOCUS LECTURES
itern17 INSTRUCTOR
USES CLEAR 743
RELEVANT EXAMPLES
item 18 INSTRUCTOR
SENSITIVE TO 740 345
STUDENTS

itarn19 INSTRUCTOR
ALLOWS ME TO ASK BB 415
QUESTIONS

itern20 INSTRUCTOR
IS ACCESSIBLE TO
STUDENTS OUTSIDE
CLASE

itern21 INSTRUCTOR
AWARE OF STUDENTS 732
UNDERSTAMNDING
itarn22 | AM SATISFIED
WITH STUDENT
FERFORMAMNGCE
EVALUATION

itern23 COMPARED TO
OTHER INSTRUGCTORS, 819 -345
THIS INSTRUCTOR 15
itarn24 COMPARED TO
OTHER COURSES THIS 595 - 386
COURSE WAS

Extraction Method: Principal Axis Factoring.
a. 3 factors extracted. 7 iterations required.

J03 -.339

648

550

B13

b. Factor Matrix — This table contains the unrotated factor loadings, which are the correlations between the variable
and the factor. Because these are correlations, possible values range from -1to +1. On the /format subcommand, we
used the option blank(.30), which tells SPSS not to print any of the correlations that are .3 or less. This makes the
output easier to read by removing the clutter of low correlations that are probably not meaningful anyway.

c. Factor — The columns under this heading are the unrotated factors that have been extracted. As you can see by
the footnote provided by SPSS (a.), three factors were extracted (the three factors that we requested).

nups:/siats.iare.ucla.eau/spss/outpuvtactor-analysis/

oIS



4/11/2018 Factnr Analvsia | SPSS Annatated Quitniit - INRF State

P s

c. Reproduced Correlations — This table contains two tables, the reproduced correlations in the top part of the table,
and the residuals in the bottom part of the table.

d. Reproduced Correlation — The reproduced correlation matrix is the correlation matrix based on the extracted
factors. You want the values in the reproduced matrix to be as close to the values in the original correlation matrix as
possible. This means that the residual matrix, which contains the differences between the original and the
reproduced matrix to be close to zero. If the reproduced matrix is very similar to the original correlation matrix, then
you know that the factors that were extracted accounted for a great deal of the variance in the original correlation
matrix, and these few factors do a good job of representing the original data. The numbers on the diagonal of the
reproduced correlation matrix are presented in the Communalities table in the column labeled Extracted.

e. Residual — As noted in the first footnote provided by SPSS (a.), the values in this part of the table represent the
differences between original correlations (shown in the correlation table at the beginning of the output) and the
reproduced correlations, which are shown in the top part of this table. For example, the original correlation between
item13 and item14 is .661, and the reproduced correlation between these two variables is .646. The residual is .016 =
.661 — .646 (with some rounding error).
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Rotated Factor Matrix= P

Factor ©
1 2 3

Tem1 3 THETRUC WELL
PREPARED 1
itern1d INSTRUGC
SCHOLARLY GRASP
itern15 INSTRUCTOR
COMFIDENCE
itern16 INSTRUCTOR
FOCUS LECTURES
itern17 INSTRUCTOR
USES CLEAR 587 445
RELEVANT EXAMPLES
item18 INSTRUCTOR
SENSITIVE TO 739
STUDENTS

itern1d INSTRUCTOR
ALLOWYS ME TO ASK 727
QUESTIONS

itern20 INSTRUCTOR
IS ACCESSIBLE TO
STUDENTS OUTSIDE
CLASS

itern21 INSTRUCTOR
AWARE OF STUDENTS 402 533 37
UNDERSTAMNDING
itern22 | AM SATISFIED
WITH STUDENT
PERFORMANGCE 354
EVALUATION

itern23 COMPARED TO
OTHER INSTRUCTORS, 449 377 668
THIS INSTRUCTOR IS
itern24 COMPARED TO
OTHER COURSES THIS 324 321 652
COURSE WAS

Extraction Method: Principal Axis Factoring.
Rotation Method: Yarimax with iKaiser Mormalization.

T26

BTE

.41

540

4. Rotation converged in 4 iterations.

b. Rotated Factor Matrix — This table contains the rotated factor loadings (factor pattern matrix), which represent both
how the variables are weighted for each f actor but also the correlation between the variables and the factor.

Because these are correlations, possible values range from -1to +1. On the /format subcommand, we used the option
blank(.30), which tells SPSS not to print any of the correlations that are .3 or less. This makes the output easier to read
by removing the clutter of low correlations that are probably not meaningful anyway.

For orthogonal rotations, such as varimax, the factor pattern and factor structure matrices are the same.

c. Factor — The columns under this heading are the rotated factors that have been extracted. As you can see by the
footnote provided by SPSS (a.), three factors were extracted (the three factors that we requested). These are the
factors that analysts are most interested in and try to name. For example, the first factor might be called "instructor
competence" because items like "instructor well prepare" and "instructor competence" load highly on it. The second
factor might be called "relating to students" because items like "instructor is sensitive to students" and "instructor
allows me to ask questions” load highly on it. The third factor has to do with comparisons to other instructors and
courses.
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The table below is from another run of the factor analysis program shown above, except with a promax rotation. We
have included it here to show how different the rotated solutions can be, and to better illustrate what is meant by
simple structure. As you can see with an oblique rotation, such as a promax rotation, the factors are permitted to be
correlated with one another. With an orthogonal rotation, such as the varimax shown above, the factors are not
permitted to be correlated (they are orthogonal to one another). Oblique rotations, such as promax, produce both
factor pattern and factor structure matrices. For orthogonal rotations, such as varimax and equimax, the factor
structure and the factor pattern matrices are the same. The factor structure matrix represents the correlations
between the variables and the factors. The factor pattern matrix contain the coefficients for the linear combination of
the variables.

Structure Matrix

Factor

g;r;;iébégmuc WELL 816 471 585
item14 INSTRUC
SCHOLARLY GRASP
item15 INSTRUCTOR
CONFIDENCE
item16 INSTRUCTOR
FOCUS LECTURES
item17 INSTRUCTOR
USES CLEAR 755 672
RELEVANT EXAMPLES
item18 INSTRUCTOR
SENSITIVE TO 564 824 505
STUDENTS

item19 INSTRUCTOR
ALLOWS ME TO ASK 430 751 478
QUESTIONS

item20 INSTRUCTOR
IS ACCESSIBLE TO
STUDENTS OUTSIDE
CLASS

item21 INSTRUCTOR
AWARE OF STUDENTS 628 701 549
UNDERSTANDING
item22 | AM SATISFIED
WITH STUDENT
PERFORMANCE
EVALUATION

item23 COMPARED TO
OTHER INSTRUCTORS, 718 669 885
THIS INSTRUCTOR IS
item24 COMPARED TO
OTHER COURSES THIS 582 573 795
COURSE WAS

Extraction Method: Principal Axis Factoring.
Rotation Method: Promax with Kaiser Normalization.

.786 488 574

.768 547 587

680 507 520

o
[
ra

427 606 446

462 .656 556
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Pattern Matriz®

Factar

Tem1 3 NG TRUGC WELL
PREPARED 900
iternt 4 INSTRUGC
SCHOLARLY GRASP
itern15 INSTRUCTOR
CONFIDENGE
itern1 6 INSTRUCTOR
FOCUS LECTURES
itern17 INSTRUCTOR
USES CLEAR 516
RELEVANT EXAMPLES
itern1 @ INSTRUCTOR
SEMSITIVE TO 807
STUDENTS

itern1 @ INSTRUCTOR
ALLOWS ME TO ASK 277
QUESTIONS

itern20 INSTRUCTOR
I3 ACCESSIBLE TO
STUDENTS OUTSIDE
CLASS

itern21 INSTRUCTOR
AWARE OF STUDENTS 435
UNDERSTANDING
iterna2 | AM SATISFIED
WITH STUDENT
FERFORMANGE 347
EVALUATION

itern23 COMPARED TO
OTHER INSTRUCTORS, 781
THIS INSTRUGCTOR IS
itern24 COMPARED TO
OTHER COURSES THIS a1
COURSE WAS

Extraction Method: Principal Axis Factoring.
Rotation Method: Promax with Kaiser Mormalization.

829

30

B3z

586

4. Rotation converged in 4 iterations.

The table below indicates that the rotation done is an oblique rotation. If an orthogonal rotation had been done (like
the varimax rotation shown above), this table would not appear in the output because the correlations between the
factors are set to 0. Here, you can see that the factors are highly correlated.

Factor Correlation Matrix
Factor 1 2 3
1 1.000 BEY Fan
2 BEY 1.000 2T
3 Jan T27 1.000

Extraction Method: Principal Axis Factoring.
Rotation Method: Promax with Kaiser Marmalization.

The rest of the output shown below is part of the output generated by the SPSS syntax shown at the beginning of this
page.
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Factor Transformation Matrix @

Factor 1 2 3

1 Nalals! B12 438
2 - 624 729 Rujuje]
3 314 304 -.84849

Extraction Method: Principal Axis Factoring.

Fotation Method: Yarirmax with kaiser Mormalization.

a. Factor Transformation Matrix — This is the matrix by which you multiply the unrotated factor matrix to get the rotated

factor matrix.

Factor Plot in Rotated Factor Space

Factor 2

05—

i
Factor 1

05

10 1.

The plot above shows the items (variables) in the rotated factor space. While this picture may not be particularly
helpful, when you get this graph in the SPSS output, you can interactively rotate it. This may help you to see how the
items (variables) are organized in the common factor space.
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a. Factor Score Coefficient Matrix — This is the factor weight matrix and is used to compute the factor scores.
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Factor Score Coefficient Matrix 2

Factaor

2

itern1 3 INSTRUIC WELL
FREFARED

itern14 INSTRLUIC
SCHOLARLY GRASF
itern1a INSTRUCTOR
COMFIDEMCE
iterm16 INSTRUCTOR
FOCUS LECTURES
itern1¥ INSTRUCTOR
USES CLEAR
RELEVAMT EXAMPLES
item18 INSTRUCTOR
SEMSITWE TO
STUDEMTS

iterm13 INSTRUCTOR
ALLOWYS ME TO ASK
QUESTIONS

itern2d INSTRUCTOR
IS ACCESSIBLETO
STUDEMTS OUTSIDE
CLASS

itern21 INSTRUCTOR
BNARE OF STUDEMNTS
UNDERSTAMDIMNG
itern22 | AM SATISFIED
WITH STUDEMNT
FERFORMAMNCE
EWaLUATION

itern23 COMPARED TO
OTHER INSTRUCTORS,
THIS INSTRUCTOR 15
itern24 COMPARED TO
OTHER COURSES THIS
COURSE WAS

409

.309

248

152

A7

-.093

-.097

-.023

00g

-.083

-076

-.093

-.1585

-.094

-0

004

072

43

358

150

147

A&7

=107

-.056

102

-.096

- 106

-.081

-.0a5

- 126

-.130

-.047

015

034

J15

A6

Extraction Method: Principal Axis Factoring.

Rotation Method: Warimax with Kaiser Mormalization.

Factor Score Covariance Matrix 2

Factaor 1 2 3

1 T3 08g 124
2 038 T4T 14
3 g24 14 632

Extraction Method: Principal Axis Factoring.
Rotation Method: Varimax with Kaiser Maormalization.

a. Factor Score Covariance Matrix — Because we used an orthogonal rotation, this should be a diagonal matrix,
meaning that the same number should appear in all three places along the diagonal. In actuality the factors are
uncorrelated; however, because factor scores are estimated there may be slight correlations among the factor scores.

Click here to report an error on this page or leave a comment

from-the-ucla-statistical-consulting-group/)
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