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Multiple Linear Regression with Categorical and 
Quantitative Independent Variables  

 
1. Statistical Adjustment – Brief Review 
 In the previous presentation on Statistical Control and Adjustment the idea of adjustment was illustrated with 
an example of an experiment with a pretest, posttest, and two groups, control and experimental. The presentation and 
video can be found here: 
 

PDF: https://www.bwgriffin.com/gsu/courses/edur8132/notes/reg/Notes-8g-Statistical-Control.pdf 
Video: https://www.bwgriffin.com/gsu/courses/edur8132/video/regression-control/8g-reg-control.mp4  

 
You should be familiar with the concept of statistical adjustment. The details presented above will be briefly presented 
here as a refresher.  
 
Control is the process of examining relations or comparing groups when another variable is held constant. One might 
ask, for example, what is the expected mean difference between experimental and control groups if they started the 
experiment with the same level of prior knowledge (i.e., same mean pretest score) as measured by a pretest? Thus, the 
pretest can be statistically controlled by examining predicted posttest means for select levels of the pretest, i.e., what is 
the predicted mean posttest score for the experimental and control groups if both groups had a mean pretest score of 
25%? 
 
Predicted mean posttest scores can be obtained from the regression equation containing a dummy for group and 
pretest scores; and these predicted means are called adjusted means. If there are no mean differences between the two 
groups, then no adjustment is needed to equate the groups (i.e., hold the groups constant on the pretest). Table A 
below shows no change from observed to adjusted means since both groups had the same mean pretest score. 
 

Table A: No difference in pretest scores 

Group Pretest M Observed 
Posttest M 

Adjusted 
Posttest M 

Experimental 32.50 89.50 89.50 
Control 32.50 83.50 83.50 

Mean Difference = 0.00 6.00 6.00 

 
Suppose, however, that the control group scored lower on the pretest, so the two groups were not equivalent at the 
beginning of the study. To control for pretest scores, i.e., holding both groups constant on the pretest, it is necessary to 
adjust posttest means according to starting differences between the groups on the pretest. If the pretest and posttest 
were positively correlated and if the control group scored lower on the pretest, then the control group’s posttests mean 
will be adjusted higher and the experimental group’s posttest mean will be adjusted lower to account for the initial 
groups’ difference. The logic here is similar to a handicap in golf where the weaker player gets benefits in scoring. Table 
B illustrates this adjustment; the adjustment occurs because of the mean difference in the pretest.   
 

Table B: Control group starts study with lower pretest scores 

Group Pretest M Observed 
Posttest M 

Direction of 
Posttest 

Adjustment 

Adjusted 
Posttest M 

Experimental 32.50 89.50  87.70 
Control 27.50 83.50  85.30 

Mean Difference = 0.00 6.00  2.40 

 
Additional discussion of statistical adjustment, with graphical illustrations, is shown in the ANCOVA presentations. 
 
 

https://www.bwgriffin.com/gsu/courses/edur8132/notes/reg/Notes-8g-Statistical-Control.pdf
https://www.bwgriffin.com/gsu/courses/edur8132/video/regression-control/8g-reg-control.mp4
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2. Regression Equation for Quantitative and Categorical Predictors 
 With both categorical and quantitative predictors, the regression equation remains unchanged except for some 
interpretational differences for the regression coefficients.  The following fictional data, in Table 1, will be used to 
illustrate the regression analysis and interpretation of the regression equation. 
 
Table 1: Fictional Math Test Scores by Teacher, Student IQ, and Student Motivation 

Posttest Math  
Scores 

Teacher Pretest Math 
Scores 

Math  
Motivation 

Smith Collins Brown 

70.00 Brown 24.00 7.00 0 0 1 
71.00 Brown 25.00 6.00 0 0 1 
73.00 Brown 25.00 7.00 0 0 1 
74.00 Brown 25.00 6.00 0 0 1 
79.00 Smith 26.00 9.00 1 0 0 
80.00 Smith 27.00 8.00 1 0 0 
82.00 Smith 28.00 9.00 1 0 0 
83.00 Smith 29.00 10.00 1 0 0 
87.00 Collins 26.00 8.00 0 1 0 
88.00 Collins 26.00 11.00 0 1 0 
90.00 Collins 27.00 12.00 0 1 0 
91.00 Collins 27.00 9.00 0 1 0 

 
Data are available here: 
 
http://www.bwgriffin.com/gsu/courses/edur8132/notes/reg/Notes_8g_fictional_math_scores2.sav  
 
Assume we are interested in learning whether posttest math scores differ by instructor controlling for student math 
motivation and pretest math scores. The regression equation would be: 
 

Yi = b0 + b1Smith1i + b2Collins2i + b3Pretest3i + b4MOTIVATION4i + ei, (1) 
 
where Smith (1 = in Smith’s class, 0 = other) and Collins (1 = in Collin’s class, 0 = other) are dummy variables. The SPSS 
estimates are provided below in Table 2. 
 
Note: Show analysis in both SPSS and JASP. 
 
Table 2: SPSS results for data in Table 1 

 
 

 

 

 

 

http://www.bwgriffin.com/gsu/courses/edur8132/notes/reg/Notes_8g_fictional_math_scores2.sav
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The sample prediction equation for these data is 
 

Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest) + 0.046(MOTIVATION) (2) 
 
Since regression equation contains multiple predictors, the coefficients represent partial statistical effects—the 
statistical association between X1 and Y controlling for X2. This is the same logic discussed earlier with multiple 
regressions.  
 
Since this above equation contains both qualitative and quantitative predictors, this model is identical to an Analysis of 
Covariance (ANCOVA) where the two quantitative predictors, Pretest Scores and Motivation, are known as covariates. 
These are control variables used to adjust or equate groups, or to partial the effects of potentially confounding variables. 
 
Interpretation of coefficients remains the same as with previous multiple regression models discussed. One minor 
difference is that dummy variables now represented the adjusted mean difference between groups, adjusted for the 
statistical effects of the quantitative predictors, both pretest math scores and math motivation.  
 
(1) What is the literal interpretation for b0 = 28.123? 
 

The score 28.123 is the predicted posttest math mean for students Brown’s class (the comparison group) who 
have a score of 0.00 for the math pretest and motivation.  
 
Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest) + 0.046(MOTIVATION) 
Y' = 28.123 + 5.804(0)         + 11.997(0)           + 1.761(0)           + 0.046(0) 
Y' = 28.123  

 
(2) What is the literal interpretation for b1 = 5.804(Smith)? 
 

The coefficient b1 = 5.804(Smith) represents the adjusted mean difference between Smith’s and Brown’s 
students controlling for math pretest scores and math motivation scores. Since the value is positive that means 
Smith’s students scored about 5.8 points higher than Brown’s students once pretest and motivation are taken 
into account.  

 
(3) What is the literal interpretation for b2 = 11.997(Collins)? 
 

The coefficient b2 = 11.997(Collins) represents the adjusted mean difference between Collin’s and Brown’s 
students controlling for math pretest scores and math motivation scores. Since the value is positive that means 
Collin’s students scored about 11.99 points higher than Brown’s students once pretest and motivation are taken 
into account.  

 
(4) What is the literal interpretation for b3 = 1.761(Pretest Math)? 
 

The slope for pretest math scores is b3 = 1.761 which means that for each one point increase in pretest math 
scores, posttest math scores are expected to increase by 1.761 points controlling for teacher and math 
motivation. 

 
(5) What is the literal interpretation for b4 =0.046(MOTIVATION)? 
 

The slope for math motivation is b4 =0.046 which means that for each one point increase in math motivation, 
posttest math scores are expected to increase by 0.046 points controlling for teacher and pretest math scores. 
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3. Predicted Values 
 The observed, unadjusted means for achievement, IQ, and motivation are presented in Table 3 below. 
 
Table 3: Descriptive Statistics for Math Test Scores, IQ, and Motivation by Instructor and Overall 

 Math Posttest Scores  Math Pretest  Math Motivation  n 

 M SD  M SD  M SD   

Brown 72.00 1.825  24.75 0.500  6.50 0.577  4 
Smith 81.00 1.825  26.50 0.577  9.00 0.817  4 
Collins 89.00 1.825  27.50 1.291  10.00 1.825  4 

Overall 80.667 7.4386  26.25 1.422  8.5000 1.8829  12 

 
A benefit of the inclusion of covariates, or quantitative predictors, when groups are compared is statistical adjustment of 
group means and mean differences. Statistical adjustment may provide some insight into how the groups may perform 
on the DV if each group scored the same on the covariates. Statistical adjustment is the result of the partialing effects of 
regression.  
 
As noted above, the prediction equation for this model is: 
 

Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest) + 0.046(MOTIVATION) (2) 
 
To obtain predicted means, or adjusted means, one must substitute the mean value of the covariates into the regression 
equation. For the current example, these values would be used: 
 
Mean of Math Pretest = 26.25 
Mean of Motivation = 8.50 
 
Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest=26.25) + 0.046(MOTIVATION=8.50) 
 
(1) What is the predicted mean (adjusted mean) for Brown’s class? 
 

Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest=26.25) + 0.046(MOTIVATION=8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(0)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(0)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(0)          + 46.2263                         + 0.391 
Y' = 74.7403 

 
(2) What is the predicted mean (adjusted mean) for Smith’s class? 
 

Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest=26.25) + 0.046(MOTIVATION=8.50) 
Y' = 28.123 + 5.804(1)         + 11.997(0)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(1)         + 11.997(0)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(1)         + 11.997(0)          + 46.2263                         + 0.391 
Y' = 80.5443 

 
(3) What is the predicted mean (adjusted mean) for Collin’s class? 
 

Y' = 28.123 + 5.804(Smith) + 11.997(Collins) + 1.761(Pretest=26.25) + 0.046(MOTIVATION=8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(1)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(1)          + 1.761(26.25)                 + 0.046(8.50) 
Y' = 28.123 + 5.804(0)         + 11.997(1)          + 46.2263                         + 0.391 
Y' = 86.7373 
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Table 4: Observed Means and Adjusted Means 

Instructor Observed Mean Adjusted Mean 

Brown 72.00 74.7303 
Smith 81.00 80.5443 
Collins 89.00 86.7373 

 
(4) Why do the adjusted means (estimated means or predicted means) differ from the observed means? Why does this 
difference occur? 
 

If the groups have different means for a covariate, or all covariates, then those differences are statistically 
controlled by producing predicted means (adjusted means) that hold constant levels of the covariates by using 
the same covariate mean for each group. See Table 3 above and note that the Pretest Math mean for both 
Smith (26.50) and Collins (27.50) was higher than the overall Pretest Math mean (26.25). For Brown (24.75), the 
Pretest Math mean was lower than overall mean. So, when Pretest Math scores are held constant, i.e., the 
regression equation uses the overall Pretest Math mean to make predictions, then the adjusted mean for Brown 
is higher than Brown’s observed mean while both Smith and Collins have adjusted means that are lower than 
their observed means. Thus, the regression equation helps to statistically equate groups on a covariate with pre-
existing group differences by using one mean – the overall – instead if individual group means on the covariate 
and this tends to adjust the DV to compensate for initial differences on the covariate.  

 
4. Model Fit and Model Statistical Inference 
 The usual measures of fit and inference for the overall models continues to apply here. Overall model fit is 
assessed with R2, adjusted R2, mean squared variance, and standard error of estimate. The null for the overall model is 
 
Ho: R2 = 0.00  
 
which means the model predictors do not predict or explain any variation in the DV, or alternatively, 
 

Ho: 1 = 2 = 3 = 4 = 0.00  
 
which means that none of predictors’ coefficients differ from 0.00 so they are all unrelated to the DV. The overall model 
null is tested with an F-test, as shown previously.  
 
If the overall model null is rejected, then move to the predictor and/or individual regression coefficients to assess 
significance. For categorical variables with more than two categories, use the F-test to test Ho: ΔR2 = 0.00 to assess the 
contribution of that variable to the model. For covariates or categorical variables with only two categories, the t-ratio for 

the coefficient is suitable to test the null that Ho: j = 0.00 (or use the confidence interval to test whether 0.00 lies 
within the interval). 
 

5. Global Effects, R2, and the Partial F Test of R2  

 Statistical inference regarding the global effect, as measured by R2(Xk), continues to hold here. To illustrate, the 
overall statistical effect of instructor upon math scores will be tested. The reduced model contains only Math Pretest 
and Motivation: 
 

Yi = b0 +                                         b3Pretest3i + b4MOTIVATION4i + ei, (3) 
 
and the full model contains Pretest, Motivation, and Instructor dummy variables: 
 

Yi = b0 + b1Smith1i + b2Collins2i + b3Pretest3i + b4MOTIVATION4i + ei, (4) 
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The null hypothesis for the instructor statistical effect follows: 
 

H0: R2(instructor) = R2(Smith, Collins) = 0.00. 
 
This hypothesis can be tested by hand or in SPSS. 
 
Table 5 

Model R2 Regression df Error df 

Y’ = reduced model 3 above (pretest, motivation) .862 2 9 
Y’ = full model 4 above (+ teacher) .986 4 7 

R2(Instructor) = .986-.862 = .124 R2 df1 = 4-2 = 2 R2 df2 = 7 (smaller df) 
 
If calculated by hand, the F ratio is calculated is 
 

F = 

𝛥𝑅2

(𝑑𝑓2𝑟𝑒𝑑𝑢𝑐𝑒𝑑−𝑑𝑓2𝑓𝑢𝑙𝑙)
⁄

(1−𝑅𝑓𝑢𝑙𝑙
2 )

𝑓2𝑓𝑢𝑙𝑙
⁄

 = 
.124/(9−7)

(1−.986)/7
= 
.0175

.002
 = 31.00  

 
The df for this test are: 
 
df1 = df2reduced - df2full = 9 − 7 = 2, and 
df2 = df2full = 7. 
  
The critical F at α = .05 would be 4.74. Since F = 31.00 is greater than critical F = 4.74, reject H0 and conclude teachers do 
contribute to variability in math posttest scores in these data.  
 
In SPSS 
1. Choose Regression, enter Math Posttest Scores in the Dependent box 
2. Enter Pretest and Motivation in Independents box  
 

 
 
3. Click on Statistics, R-square Change, Continue 
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4. Click Next, then enter Smith and Collins dummy variables in IV box 
5. Click Ok to obtain results 
 

 
 

See image below for SPSS results showing test of global effect R2(Instructor). 
 

 
 
Recall that the hand-calculated F ratio was F = 31.00. The difference between this value and the value of 30.587 
reported above is due to rounding error (level of precision with which R2 is reported in JASP and SPSS). 
 
 
 
 
 



EDUR 8132  3/30/2024  10:30 PM  8 

In JASP 
1. Choose Regression, Linear Regression, enter Math Posttest Scores in the Dependent box 
2. Enter Pretest and Motivation in the Covariates box, and then enter Teacher in the Factors box (to enter the Factors 
box, Teacher must be a nominal variable – see video presentation here to see how to change or confirm) 
 
Note: Show data check on Teacher to ensure nominal variable specified in JASP. 
 
3. Click on Statistics, then place mark next to R-square Change and Confidence Intervals (set at 95% by default) 
 

 
 
4. Click Model, then add Pretest and Motivation to the null model by placing market next to both. This identifies the 

remaining variable, Teachers, as the second step model to produce the R2 value. 
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5. Review results 
 

See image below for JASP results showing test of global effect R2(Instructor). 
 

 
 
6. Inferential Procedures for Regression Coefficients 
 For variables that take one column, or vector, of data (such as the quantitative predictors), the t-ratio of b/se is 
sufficient for hypothesis testing. This is covered elsewhere and will be briefly reviewed here in the video.  
 
SPSS  
 

 
 
JASP 

 
 
7. Pairwise Comparisons and Multiple Comparisons Among IV Categories  
 For categorical (qualitative) predictors with more than two categories, such as instructor in the current example, 
one may need to perform pairwise comparisons to identify statistical difference if the Global Effect test is statistically 

significant, i.e., H0: R2(instructor) = 0.00 is rejected. 
 
Use either the Bonferroni, Scheffé, or Tukey HSD, as illustrated before. One must perform comparisons among the 
adjusted mean differences, which are provided by the regression coefficients. With the current example regression 
equation: 
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Yi = b0 + b1Smith1i + b2Collins2i + b3Pretest3i + b4MOTIVATION4i + ei, (1) 

 
here  
 
b1 = adjusted mean difference in math scores between Smith’s class and Brown’s class; and 
b2 = adjusted mean difference in math scores between Collin’s class and Brown’s class. 
 
SPSS Results 

 
 
b1 = Smith vs. Brown = 5.804 (se = 1.236) 
b2 = Collin vs. Brown = 11.997 (se = 1.622) 
 
The last comparison is between Smith and Collins, so re-run the regression and make Collins the reference group by 
removing the Collins dummy variable and including the Brown dummy variable: 
 

Yi = b0 + b1Smith1i + b2Brown2i + b3Pretest3i + b4MOTIVATION4i + ei, (4) 
 
SPSS Results 

 
 
b1 = Smith vs. Collin = -6.193 (se = 0.917) 
 
Standard errors for each of the regression coefficients are reported by SPSS, and calculation of the confidence intervals 
for the adjusted mean differences are performed as illustrated previously. To control for inflation of the familywise Type 
1 error rate, one may use ANOVA commands to obtain the corrected confidence intervals and p-values or calculate them 
by hand. The ANOVA approach is illustrated below since it is both easier and faster. 
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Multiple Comparisons using ANOVA/ANCOVA in SPSS and JASP 
 
SPSS 
1. Analyze, General Linear Model, Univariate 
2. Move Posttest to Dependent box, Teacher to Fixed Factor box, and Pretest and Motivation to Covariates box.  
 

 
 
3. Click on Options, then move Teacher to Display Means box, then select Bonferroni on the pull-down menu. Click 
Continue then OK. 
 

 
 
4. The pairwise comparison table appears below using the Bonferroni procedure. Neither the Scheffé nor Tukey 
procedure are available in the SPSS Univariate command with my version of SPSS.  
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JASP 
1. ANOVA, ANCOVA 
 

 
 
2. Move Posttest to Dependent box, Teacher to Fixed Factor box, and Pretest and Motivation to Covariates box.  
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3. Click on Post Hoc Tests, then move Teacher to right box, then select Tukey under Correction procedure, then select 
Confidence Interval (95% by default).  
 

 
 
4. The Post Hoc Tests pairwise comparison table appears below using the Tukey HSD procedure. None of the other 
procedures offered by JASP provides corrected confidence intervals. 
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Below Table 5 shows both sets of confidence intervals from SPSS and JASP. Note that JASP does not provide a complete 
pairwise table like SPSS, so the direction of comparisons did not fit the direction I selected when initially constructing 
this table. If one wanted a different direction of comparison, i.e. Smith vs. Brown rather than Brown vs. Smith, one could 
easily change the direction of each number by multiplying by -1. For example, to convert Brown vs. Smith to Smith vs. 
Brown: 
 
Original Mean Difference = -5.801 becomes -1 * -5.801 = 5.801 
Original Lower CI = -9.444 becomes -1 * -9.444 = 9.444 
Original Upper CI = -2.163 becomes -1 * -2.163 = 2.163 
 
With conversion one now has the Smith vs Brown comparisons 
mean difference = 5.804 with Tukey CI of 2.163, 9.444 
 
Table 5: Multiple Comparisons with Adjusted Confidence Intervals 

Comparison Adjusted 
mean 

difference 

se Bonferroni Adjusted 
Confidence Interval 

Tukey HSD CI 

SPSS     

Smith vs. Brown 5.804 1.236 1.935, 9.670 --- 

Collins vs. Brown 11.997 1.622 6.925, 17.069 --- 

Smith vs. Collins -6.193 0.917 -9.061, -3.326 --- 

JASP     

Brown vs. Smith -5.803 1.236 --- -9.444, -2.163 

Brown vs. Collins -11.997 1.622 --- -16.773, -7.221 

Collins vs. Smith 6.193 0.917 --- 3.493, 8.893 

 
 
 
APA styled results provided below. 
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7. APA Style Results 
 
Table 6: Descriptive Statistics and Correlations Among Posttest and Pretest Math Scores, Motivation, and Teachers 

Variable  Correlations    
 Posttest Scores Pretest Scores Motivation Smith Collins 

Posttest Scores ---     
Pretest .911* ---    
Motivation .811* .764* ---   
Smith .030 .130 .196 ---  
Collins .827* .649* .588* -.500 --- 

Mean 80.667 26.250 8.50 0.33 0.33 
SD 7.438 1.422 1.88 0.49 0.49 

Note. Smith (1 = students in Smith’s class, 0 = others) and Collins (1 = students in Collin’s class, 0 = others) are dummy 
variables; n = 12. 
*p<.05. 
 
Table 7: Regression of Posttest Math Scores on Teachers, Pretest Scores, and Motivation 

Variable b se R2 95%CI F t 

Pretest 1.760 0.443 0.031 0.711, 2.810  3.967* 
Motivation 0.046 0.319 0.000 -0.710, 0.802  0.143 
Teacher   0.124  30.587*  
   Smith 5.803 1.236  2.880, 8.726  4.695* 
   Collins 11.997 1.621  8.162, 15.831  7.397* 
Intercept 28.122 10.633  2.979, 53.265  2.644* 

Note. R2 = .985, adj. R2 = .977, F4,7 = 121.517*, MSE = 1.234, n = 12. R2 represents the squared semi-partial multiple 
correlation or the increment in R2 due to adding the respective variable. Smith (1 = students in Smith’s class, 0 = others) 
and Collins (1 = students in Collin’s class, 0 = others) are dummy variables. 
*p<.05. 
 
Table 8: Comparisons of Adjusted Mean Math Scores Among Instructors 

Comparisons Estimated Adjusted 
Mean Difference 

Standard Error of 
Difference 

Bonferroni Adjusted 
.95CI 

Smith vs. Brown 5.804* 1.236 1.935, 9.670 
Collins vs. Brown 11.997* 1.622 6.925, 17.069 
Smith vs. Collins -6.193* 0.917 -9.061, -3.326 

Note. Math score comparisons adjusted based upon IQ and Motivation. 
*p<.05, where p-values are adjusted using the Bonferroni method. 
 

Math pretest scores are positively related to math posttest scores, and there are statistical differences in mean 
math scores among instructors. Motivation, once instructor and pretest scores are controlled, does not appear 
to be related to math scores. All pairwise comparisons were performed, and all were statistically significant at 
the 5% level using the Bonferroni adjustment. Students in Collins’ class performed best, those in Smith’s 
performed worst, those in Brown’s class scored between Collins’ and Smith’s classes.  

 
 
 
 
 
 
 
 
 


