Two Independent Samples t test
Overview of Tests Presented

Three tests are introduced below: (a) t-test with equal variances, (b) t-test with unequal variances, and (c) equal
variance test. Generally one would follow these steps to determine which t-test to use:

1. Perform equal variances test to assess homogeneity of variances between groups,
2. if group variances are equal, then use t-test with equal variances,
3. if group variances are not equal, then use t-test with unequal variances.

These notes begin with presentation of t-test with equal variances assumed, next is information about testing equality of
variances, then presented is the t-test with unequal variances.

1. Purpose

The two independent samples t-test enables one to determine whether sample means for two groups differ more than
would be expected by chance. The independent variable is qualitative with two categories and the dependent variable
must be quantitative (ratio, interval, or sometimes ordinal).

Example 1: Is there a difference in mean systolic blood pressure between males and females in EDUR 81317
(Note: IV = sex [male vs. female], DV = blood pressure.)

Example 2: Does intrinsic motivation differ between students who are given an opportunity to provide
instructional feedback and students who not given an opportunity to provide instructional feedback?

(Note: IV = feedback opportunity [yes vs. no], DV = intrinsic motivation. Background: Two weeks into a
semester an instructor asked students to provide written feedback on instruction with suggestions for
improvement.)

2. Steps of Hypothesis Testing
Like with the one-sample t test, the two-sample t test follows the same steps for hypothesis testing:

Define both Ho and H;

Set alpha (a, probability of a Type 1 Error)

Identify decision rule (either for q, test statistic, or confidence interval)
Calculate the test statistic (t ratio)

Find df (degrees of freedom), confidence intervals, and p-values
Present inferential and interpretation of results (in APA style)
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3. Hypotheses

(a) Example 1
Is there a difference in mean systolic blood pressure between males and females in EDUR 81317

Null
Written
The mean systolic blood pressure for males and females in EDUR 8131 is equal.

Symbolic
Ho: H1= M2 Or Ho: ].11—}12:0

Alternative Non-directional
Written
The mean systolic blood pressure for males and females in EDUR 8131 differ.

Symbolic
H12 },L1¢ U2 or H1: “1—u2¢0

(b) Example 2
Does intrinsic motivation differ between students who are given an opportunity to provide instructional

feedback and students who not given an opportunity to provide instructional feedback?

Null
Written
There is no difference in mean intrinsic motivation between those given the opportunity to provide
feedback and those not given the opportunity to provide feedback.

Symbolic
Ho: U1 =H2 oOr Ho: u1—u2:0
Alternative Non-directional
Written
Mean intrinsic motivation differs between those given the opportunity to provide feedback and those
not given the opportunity to provide feedback.

Symbolic
Hiipr# e or Hiipi—pa#0

4. Decision Rules

Decision rules for the two-sample t test are listed below.

(a) p-values and a.

As noted for the one-sample t test, the probability of committing a Type 1 error, a, is normally set to .10, .05, or .01.
Decision rule for p-values (this decision rule holds for all statistical tests in which p-values are present) states

If p < areject Ho, otherwise fail to reject Ho



A p-value is calculated for the sampled data assuming the null hypothesis is true. A p-value for the two-sample t test
may be interpreted as follows:

p-value: The probability of obtaining, randomly, two sample means from the population that differ by the
amount observed, or more, assuming the null hypothesis is true (i.e., Ho: 1 — 12 = 0) given the size of the

samples selected.

p-value simplified: The probability of randomly obtaining results this discrepant from the null hypothesis, or
more discrepant, assuming the null hypothesis is true.

Assuming there is really no difference between group means in the population (i.e., u1 = 1), the p-value indicates the
probability of obtaining random sample means that will deviate this far or further from each other.

(b) Critical t values (tcit) and calculated t

An equivalent hypothesis approach is to compare calculated t-values against critical t-values:
If -t £ -teir OF t 2 teie reject Hq, otherwise fail to reject Ho

This can be simplified by using absolute values as follows:
If |t] = |teri| Teject Hy, otherwise fail to reject Hy

(c) Confidence Intervals

Since the null hypothesis usually specifies no difference between group means,
Ho: u1—p2=0

this indicates that the population difference between means should be 0.00 if the null is true. Note, it is possible to
specify that means will be different in the null (e.g., Ho: 11 — p2 = 6.35) but this is rarely the case with hypothesis testing.

One may calculate a confidence interval for the mean difference, and this interval provides a range of possible values for
the population mean difference. Given this, one may specify the following decision rule:

If 0.00 lies within the Cl for the mean difference then fail to reject Ho, otherwise reject Ho

The logic here is that if 0.00 is within the confidence interval this suggests that 0.00 is a possible value for the population
mean difference, and if 0.00 is a possible value for the population mean difference then the data collected are
consistent with the null hypothesis of no difference, i.e., the data do not contradict Ho: pis — 1, = 0. If, however, 0.00 is
not within the confidence interval, this suggests 0.00 is not a reasonable value for the population mean difference so the
collected data are not consistent with the null hypothesis therefore one may reject the null.

If one specified a value other than 0.00 in the null, then one would perform hypothesis testing using the specified value.

For example, if one specified Ho: p1 — p2 = 6.35, then if the value 6.35 does not lie within the confidence interval one
would reject Ho.



5. t-test with Equal Variances: t-ratio, Assumptions, SEg4, and df

There are several ways to calculate the standard error of the mean difference, SEy, in a two-group t-test. One approach
assumes groups have equality of variances or homogeneous variances (i.e., Hy: 2 = 6Z), and the second approach
relaxes this assumption and allows for unequal group variances. The second approach is presented later in these notes.

(a) t-ratio Formula

Like the one-sample t test, the two-sample t-test forms a ratio of mean differences divided by the standard error of that
difference:

— (X1— X2)—(u1— p2)

SxX1-%2

t

Since the difference between population means is expected to be 0.00, the component -1, drops from the equation
leaving the reduced equation for the t-ratio:
_X1i—X _ X1i-X

t

Sx1-%p SEq

(Note: If the mean difference expected in the null hypothesis does not have to be 0.00 but could be any expected
difference [e.g., Ho: 11 — 12 = 3.00]. While it is rare that one hypothesizes a mean difference value other than 0.00, be
aware that the component p1-p; would not drop from the equation when something other than 0.00 is expected.)

(b) Assumptions

For the independent samples t-test to provide accurate calculated t-ratios, p-values, and confidence intervals, three
assumptions are required:

1. Scores sampled from population distributions that are normally distributed,
2. population scores are independent,
3. and both groups have population variances that are homogeneous, or equal (i.e., 62 = 05), .

It is also important, as with all statistical estimates, that samples not contain influential outliers, otherwise all parameter
estimates and inferential statistics can be inaccurate.

The first assumption, normal distribution, tends to be of little importance with larger samples due to the central limit
theorem, so violations of this assumption often have little impact on calculated t-ratios, p-values, or confidence
intervals.

The second assumption is important; if scores are not independent then the “independent samples t-test” is likely the
wrong test to use. Depending upon the nature of lack of independence, other statistical procedures may be more
appropriate such as the correlated samples t-test. Violation of this assumption will also lead to inaccurately calculated
standard errors, t-ratios, p-values, and confidence intervals.

Violations to the third assumption can also impact calculated standard errors, t-ratios, p-values, and confidence
intervals. However, when sample sizes are equal or approximately equal, or when sample sizes are large (whether equal
or not), then violations of this assumption typically have little impact. However, for small sample sizes unequal variance
can greatly affect p-values, t-ratios, and confidence intervals.



The t-test can be corrected for violation to the homogeneous variance assumption. This correction is discussed below in
the presentation of t-test for unequal variances. The next section, however, shows how to calculate a t-ratio when
variances are assumed equal or approximately equal.

(c) Standard Error of Difference, SE; (Equal Variances Assumed)

In most cases the following formulas for SE4 and df will be appropriate when sample sizes are equal or approximately
equal, or when variances are equal or approximately equal. When equal or approximately equal variances exist between
the two groups, one may take the weighted mean of variances and this mean is called the pooled estimate of the
population variance and is symbolized by 55 (where p = pooled). A weighted mean is an average that takes into account

sample sizes for each group such that the larger group’s variance will influence more the pooled variance estimate. The
pooled variance is found by this formula:

2 ((nl —1)sf + (n, — 1)522>

S =
P n,+ n, — 2

Using the pooled variance, sg, the standard error of the mean difference , SE; or Sz, -, is calculated as follows:

(ny — 1)sZ + (nz—l)szf)( 1 N 1)

SEg =Sz, —z, = —
a *17%2 ( n1 + le - 2 Tl1 le

(d) Degrees of Freedom, df (Equal Variances Assumed)

When the pooled estimate of the SE; is employed, one may calculate degrees of freedom as
df (orv)=ni+n;—2

6. Critical Values (Equal Variances Assumed)

If the two groups have approximately equal variances, or if they have approximately equal sample sizes (since equal
sample sizes negate any problems due to lack of equal variances), then df = n; + n, — 2.

Like for the one-sample t-test, critical values can be found in a table of critical t-values for identified a and df. A table of
critical t-values can be found on the course web page.

Example for Finding df

(a) Compare systolic blood pressure between males and females; there are seven males and seven females, what would
be the critical t-value for this analysis if a =.05? What if a =.01?

df=ni+n;—-2=7+7-2=12

a = .05; critical t =+ 2.18
a =.01; critical t = + 3.05



(b) Motivation differences are expected between those with instructional feedback (n = 7) and those without
instructional feedback (n = 12). What would be the critical t-values for a = .10, a = .05, and a = .01?

df=ni+n;—-2=7+12-2=17
o =.10; criticalt=+1.74
o =.05; critical t =+ 2.11

o =.01; critical t =+ 2.90

(c) Is there a difference in introductory statistics final grades for students on-line (n=48) vs. students in face-to-face
classes (n = 53)? What would be the critical t-values for a = .10, a = .05, and a = .01?

df=n;+n;—2=48+53-2=99
o =.10; critical t =+ 1.66
a = .05; critical t =+ 1.99
o =.01; critical t =+ 2.63
7. Example t-tests in Excel and SPSS (Equal Variances Assumed)

(a) Example 1

Is there a difference in mean systolic blood pressure between males and females in EDUR 8131? Raw data, descriptive
statistics, and t-test results for both groups are provided below.

Table 1
Systolic Blood Pressure by Sex
Male Female
95 151 76 90
145 110 120 101
129 143 115 81
138 137
= 130.143 M= 102.857

s= 20.514 s= 22.267
n= 7 n= 7

If calculating by hand, follow these steps:

(a) Determine mean and sample size for both groups.

(b) Find s?, variances, for both groups (use of standard deviation rather than variance is a common error):

SZale = 20.5142 = 420.824
Sfemale = 22.267% = 495.819

(c) Find sg_ pooled estimate of the population variance:

_ve2 _1)<2 _ _
52 — ((n1 1)s7+ (n, 1)52) — ((7 1)420.824+ (7 1)495.819) — ((6)4—20.824+ (6)4—95.819)

p N+ ny—2 74+ 7-2 12

_ (2524.94—4—+ 2974.916) _ (5499.86

) — 458.322
12 12



(d) Find SEj or sg, _x,, standard error of the mean difference:

SE, = \/s,%( Ly i) = \/458.322 (§+§) = \/458.322 (;) = /458.322(.2857)

n_1 na
=+/130.843 = 11.443

(e) Find the t-ratio, t:

f= X,—X, _ 130.143-102.857 _ 27.286
T SEq 11.443 T 11.443

= 2.385

(f) Find df and critical values for whichever significance level (a) is specified if using t-values for hypothesis
testing:

df=n1+nz—2=7+7—2=12

o = .05; critical t =+ 2.18
o =.01; critical t = + 3.05

(g) Apply decision rule
If |t] = |teri| Teject Hy, otherwise fail to reject Hy
If |12.385| = |2.18| reject Hy, otherwise fail to reject H,

Since the calculated t-value of 2.385 is larger than the critical t-value of 2.18 reject Ho and conclude that
males have higher blood pressure than females since males’ blood pressure mean is higher.

Results from SPSS are presented below.

Figure 1
SPSS Output for Two-group t-test of Blood Pressure by Sex

Group Statistics

Std. Error
sex M Mean Std. Deviation Mean
blood_pressure  Female 7 | 102.8571 22 26678 8.41605
Male 7 | 130.1429 2051364 | 775343 Use this row for equal

variance t-test results.

Independent Samples Test

L e's Testfor
uality of Variances ttest for Equality of Means

95% Confidence

Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) Difference Difference Lower Upper
[ Equalvanances
plood_pressure [EqUAT vanances 122 733 | 2384 12 034 | 2728571 | 1144315 | 5221819 | 235324
assumed
Eaual vanances -2.384 11.920 035 -27.28571 11.44315 | -52.23671 -2.33472

not assumed




Questions

(a) Why does SPSS show a t-value of -2.38 while the calculated t-value above was positive, t= 2.38? Does this affect
inference and interpretation?

Reason — simply which group is listed first in the t-ratio formula.
No — no, inference will remain the same (e.g., same p-value), interpretation — be clear which group has the
higher mean.

(b) What is the p-value specified by SPSS for this t-test and what would be the p-value decision rule?

p = .034 (see “Sig. (2-tailed)” in SPSS output.
If p < areject Hy, otherwise fail to reject Ho
If .034 < .05 reject Hy, otherwise fail to reject Ho (p is less than alpha, so reject Ho)

(b) Example 2

Does intrinsic motivation differ between students who are given an opportunity to provide instructional feedback to
their instructor and students who not given an opportunity to provide instructional feedback? Intrinsic motivation is
measured as a mean composite of several items each of which is on a scale that ranges from 1 = low to 5 = high. For
example students rate the degree to which the subject matter is of interest to them, how easy it is for them to pay
attention to the subject matter, and their ability to stay focused when studying this content.

Raw data and descriptive statistics for intrinsic motivation are presented below in Table 2.

Table 2
Intrinsic Motivation by Feedback Opportunity
Feedback Feedback
Opportunity: Yes Opportunity: No

4.2 4.6 1.1 1.3
4.5 2.3 3.1
4.3 3.8 4.7
3.9 4.8 2.9
4.3 4.2 2.9
3.9 4.9 1.2
M = 4.243 M = 3.100
s= 0.270 s= 1.413
n= 7 n= 12

If calculating by hand, follow these steps:

(a) Determine mean and sample size for both groups.

(b) Find s?, variances, for both groups (use of standard deviation rather than variance is a common error):

§Zes = 0.272 = 0.0729
s2, = 1.4132 = 1.9966



(c) Find 55, pooled estimate of the population variance:

o2 = ((n1—1)s§+ (n2—1)s§) _ ((7—1)0.0729+ (12—1)1.9966) _ ((6)0.0729+ (11)1.9966)
p Nyt ny—2 - 74122 - 17

— (0.4374-;51.9626) — (%) =13176

(d) Find SEj or sg, _x,, standard error of the mean difference:

SE,; = \/55 ( Ly i) = \/1.3176(§+ %) = \/1.3176 (;—z) = /1.3176(.22619)

n_l nz
=+/0.298 = 0.5459

(e) Find the t-ratio, t:

_ X%~ X, _ 4243-31 _ 1143

t = =
SEq4 0.5459 0.5459

= 2.0937

(f) Find df and critical values for whichever significance level (a) is specified if using t-values for hypothesis
testing:

df=n1+nz—2=7+12—2=17

a =.05; criticalt=+2.11
a =.01; critical t =+ 2.90

(g) Apply decision rule
If |t| = |t.it] Teject Hy, otherwise fail to reject H,
If |2.094| > |2.11]| reject Hy, otherwise fail to reject H,
Since the calculated t-value of 2.094 is less than the critical t-value of 2.11 fail to reject Ho and conclude
intrinsic motivation appears to be similar for students whether allowed or not allowed to provide

instructional feedback.

Results from SPSS are presented below.



Figure 2

SPSS Output for Two-group t-test of Intrinsic Motivation by Feedback Opportunity

Group Statistics

Std. Error

feedback & Mean Std. Deviation Mean
maotivation  1.00 42429 26992 10202

.00 12 3.1000 1.41293 40788

Independent Samples Test
Levene's Test for
Equality of Variances ttest for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) | Difference | Difference Lower Upper

motivation  Equal variances

assumed 10.712 004 2.094 17 052 1.14286 54589 -00888 229459

Equal variances

not assumed 2718 12.331 018 1.14286 42044 .22951 2.05620

Question

What is the p-value specified by SPSS for this t-test and what would be the p-value decision rule?

SPSS calls the p-value for the t-test “Sig. (2-tailed)” and it equals 0.052 in this example.

If p < areject Hy, otherwise fail to reject Ho
If .052 < .05 reject Hy, otherwise fail to reject Hp (since .052 is larger than .05 fail to reject Ho)

8. Results of Heterogeneity of Variance (Unequal Variances between Groups)

The formula for the standard of the mean difference, SE; or Sg, _¢,, presented above assumes that both groups have

the same or similar variances. If the variances are largely different, then the standard error for the mean difference can

be over- or underestimated and result in incorrect inferential decisions due to inaccurate t-ratios, p-values, and

confidence intervals.

Consider, for example, the SPSS t-test results for intrinsic motivation presented in Figure 3. Note that the variances for
the two groups are 0.073 and 1.996 — the ratio of these two variances is 1.996 / 0.073 = 27.3, so one variance is 27x

larger than the second variance.
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Figure 3
SPSS Output for Two-group t-test of Intrinsic Motivation by Feedback Opportunity

Group Statistics /—\
/——\ o Error Variances are:

feedback & Mean Std. Deviation Mean
maotivation ‘lD.gU 7 42429 26992 10202 sd =0.2699 and var =0.073

. 12 3.1000 \ 1.41293 / 40788 sd =1.4129 and var = 1.996

Independent Samples Test /
Levene's Test for / t’
Equality of Variances test for Equality of Means

; 95% Confidence
Interval of the

/- | Mean Std. Error Difference
F Sig. m df Sig. (2-tailed) || Difference | Difference Lower Upper

motivation  Equal variances

assumed 10712 .oo4 2094 17 052 1.14286 54589 -.0088s 229459
Equal variances
not assumed 2.?‘18/ 12.331 K 018 4 1.14286 42044 22951 2.05620

When group variances are so different, and when sample sizes are unequal, the inequality of variances can produce
misleading inferential results. For example, note the t-values and p-values for the two rows of t-test results in Figure 3.
The top row assumes equal variances and the bottom row adjusts for unequal variances. With a = .05, these results lead
to different inferential conclusions: fail to reject Ho if equal variances assumed and reject Ho if equal variances are not
assumed.

If sample sizes are unequal, or not very similar, and if group variances are largely different (i.e., one variance is about
twice the size of the other), then one should test for homogeneity of variances and determine whether inferential
results and confidence intervals differ between the two t-test results.

9. Assessing Homogeneity of Variances

A first step in conducting a t-test should include determining whether the assumption of homogeneity of variances
(equal group variances) holds. Below are two methods for testing this assumption.

(a) Levene’s Test for Equality of Variances (SPSS Default)

Levene’s test assesses whether group variances differ more than would be expected by chance. The null and alternative
hypotheses are

Hy: 02 = of
Hy: 0?2 # of

where subscripts a and b represent group A and B. In words, Ho indicates that the two samples come from populations
with equal variances.

Example 1: Blood Pressure

Do males and females appear to have similar variances for blood pressure?

. A2 —_ 2

HO' Omales = Ufemales
A2 2

Hl- Omales afemales

Figure 4 shows SPSS results for Levene’s test (see area highlighted in red).
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Figure 4
SPSS Output for Two-group t-test of Blood Pressure by Sex

Group Statistics

Std. Error
Sex N Mean Std. Deviation Mean
blood_pressure  Female T | 1028571 22 26678 3.41605
Male 7 | 1301429 2051364 | 775343 Test for equal

variances.

Independent Samples

Levene's Testfor /_
Equalit}.rofVariances/ t-test for Equality of Means
95% Confidence
Interval of the
Mean Std. Error Difference
F 3ig. 1 df Sig. (2-tailed) Difference Difference Lower Upper
blood_pressure  Equal variances 122 733 2384 12 034 | 2728571 | 1144315 | 5221810 | 235324
assumed
Equal variances
naot assumed -2.384 11.920 035 -27.28571 11.44315 | -52.23671 -2.33472

The Levene’s test reports an F ratio and a p-value (denoted “Sig.” by SPSS). A large F ratio signifies large differences
between the two group variances and small F ratio indicates little difference between variances. An F-ratio of 0.00
means the two group variances are equal; F-ratios cannot be less than 0.00. For the example provided in Figure 4, the F-
ratio = 0.122 and the corresponding p-value is 0.733; this is a small F-ratio and indicates the group variances appear to
be similar.

The F-ratio’s p-value can be used to determine whether the null, Hy: 62,4/es = afzemales, should be rejected. As with all
p-values, if p < a reject Ho otherwise fail to reject. For tests of variance equality many statisticians recommend using a
Type 1 error rate of 0.10 rather than 0.05. In this example the p-value is 0.733 which is larger than 0.10 so one would fail
to reject Ho and conclude that group variances are similar (or equal).

Example 2: Intrinsic Motivation

Is there a difference in variances for intrinsic motivation between those given instructional feedback opportunities and
those not given such opportunities?

A2 — .2

HO' O_feedback = Ono feedback
A2 2

Hl- O_feedback * Ono feedback

Figure 5 shows SPSS results for Levene’s test (see area highlighted in red) for equal variances for intrinsic motivation.
The Levene’s test reports an F-ratio = 10.712 and p-value = 0.004.

In this example the p-value of 0.004 is less than an alpha error rate of 0.10 so one would reject Ho and conclude that
group variances are unequal.
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Figure 5
SPSS Output for Two-group t-test of Intrinsic Motivation by Feedback Opportunity

Group Statistics

Std. Error

feedback N Mean Std. Deviation Mean Tes:t for equal ) )
motivation  1.00 7 42429 26902 10202 variances. Use this row if

00 12 3.1000 1.41293 40788 variances are not

equal.
Independent Samples Test }
Levene's Test for
Equality of Variances ttest for Equality of Mg
95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2#4iled) | Difference Difference Lower Upper

motivation Eq”ﬁ'::j;'ances 10.712 004 2004 7| K os2 114288 54533 | -00388 | 220459

Equal variances

not assumed 2718 12,331 018 1.14286 42044 22951 | 2.05820

Since the groups appear to have unequal variances, one should use a t-test that corrects for unequal variances.

SPSS provides this correction with results denoted as “Equal variances not assumed” — see section highlighted in blue in
Figure 5.

Note that with the corrected t-test (i.e., unequal variances t-test) results the inferential statisticsaret=2.718 and p =
0.018. Given these results, one would reject Ho: 111 = 12 and conclude that Intrinsic Motivation does appear to differ
between Instructional Feedback groups. This inference differs from the inference provided above when equal group
variances were assumed.

(b) F-max Test: Useful for Hand Calculation Assessment of Homogeneity of Variance
If homogeneity of variances is not automatically tested by software employed, then one may assess Hy: 62 = o by
using the F-max test. This simple test requires only group variances and sample sizes. F-max is based upon the F

distribution which is positively skewed, cannot be less than zero, and takes a different shape depending upon the
degrees of freedom available. Examples of F distributions are presented in Figure 6.
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Figure 6
Examples of Several F Distributions for Varying Degrees of Freedom

F-Distribution with Different Degrees of Freedom

A
\
\
A}

‘4

== df=2,10 v df=4,20
= df=6,40 df=8,80

S,

oy
a2
— -:./-‘“'/'w“"“""'-‘n‘--n

F Values
The F-ratio for the F-max test is calculated as

2
Slargesi:

2
Ssmallest

F =

where slzargest is the group with the largest variance and s2,,4;10s¢ is the group with the smallest variance. With all F
tests there are two different degrees of freedom,

dfi(also dfy1 and  dfpumerator) = Marge var. — 1 (n for the group with largest variance, Slzargest)
dfy(also dfi; and dfaenominator) = Nsmaii var. — 1 (1 for the group with smallest variance, s2,,411est)

One uses df; and df; to find critical F values against which are compared calculated F ratios for the F-max test.

Critical F values are located in Figure 7. To find critical values one matches the column (df;) and row (df;) and selects the

F value that results. If the calculated df does not exist, round down to the nearest tabled df value.

Examples
(a) df;=20and df;=17; the critical F value is 1.86.
(b) df; =9 and df, = 55; since df, = 55 is not tabled select 50 for df;; the critical F value is 1.76.

(c) dfi=29anddf, =221; there is no df; = 29 tabled so select df; = 24; and for df, = 221 select df, = 100; critical F

value is 1.46.
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Figure 7
Critical Values for F Distribution for Type 1 Error Rate of o =.10

Critical values of the F distribution for a=0.10; P{F > Fo(k.k;)} = 0.10

Denomin Numerator Degrees of Freedom (k,)
df (k;) 1 2 3 4 5 6 7 8 9 10 11 12 15 20 24 30 40 60 100
1 399 495 536 558 572 582 589 594 599 602 605 607 612 617 620 623 625 628 630

2 853 900 916 924 920 933 935 937 938 0939 0940 941 942 944 945 946 947 947 948
3 554 546 539 534 531 528 527 525 524 523 522 522 520 518 518 517 516 515 514
4 454 432 419 411 405 401 398 395 394 392 391 390 387 384 383 382 380 379 378
5 406 378 362 352 345 340 337 334 332 330 328 327 324 321 319 317 316 314 313
]
7
8

378 346 329 318 311 305 301 298 296 294 202 200 287 284 282 280 278 276 275
359 326 307 296 288 283 278 275 272 270 268 267 263 259 258 256 254 251 250
346 311 292 281 273 267 262 259 256 254 252 250 246 242 240 238 236 234 232

9 336 3.01 281 269 261 255 251 247 244 242 240 238 234 230 228 225 223 221 219
10 329 292 273 261 252 246 241 238 235 232 230 228 224 220 218 216 213 211 209
" 323 286 266 254 245 239 234 230 227 225 223 221 217 212 210 208 205 203 201
12 318 281 261 248 239 233 228 224 221 219 217 215 210 206 204 201 169 196 194
13 314 276 256 243 235 228 223 220 216 214 212 210 205 2.01 198 196 193 190 1.88
14 310 273 252 239 231 224 219 215 212 210 207 205 201 196 194 1.9 189 186 1.83
15 307 270 249 236 227 221 216 212 209 206 204 202 197 192 1980 1867 185 182 179
16 305 267 246 233 224 218 213 209 206 203 201 169 164 189 187 184 181 178 176
17 3.03 264 244 231 222 215 210 206 203 200 198 196 191 186 184 1.81 1./8 175 1.73
18 301 262 242 229 220 213 208 204 200 198 185 183 189 184 181 176 175 172 170
19 299 261 240 227 218 211 206 202 198 196 1983 1091 186 1.81 179 176 173 170 167
20 297 259 238 225 216 209 204 200 196 194 191 189 184 179 177 174 171 168 1.65
21 296 257 236 223 214 208 202 198 18 182 1980 1867 183 178 175 172 169 166 163
22 295 256 235 222 213 206 201 187 1683 160 188 186 1.81 176 173 170 167 164 161
23 294 255 234 221 211 205 199 195 192 189 187 184 180 174 172 169 166 162 159
24 293 254 233 219 210 204 198 194 1.9 188 185 183 178 173 170 167 164 161 158
25 292 253 232 218 209 202 197 193 189 187 184 182 147 172 169 166 163 159 156
26 291 252 231 217 208 201 196 192 188 186 183 1.81 176  1.71 168 165 1.61 1.58 1.55
27 290 251 230 217 207 200 195 191 187 185 182 180 175 170 167 164 160 157 154
28 289 250 229 216 206 200 194 190 187 184 181 179 174 169 166 163 159 156 1.53
29 289 250 228 215 206 199 1983 189 186 183 180 17v8 173 168 165 162 158 155 152
30 288 249 228 214 205 198 193 188 185 182 149 177 172 167 164 161 1.7 154 151
40 284 244 223 209 200 193 187 183 179 176 174 1.171 166 1.61 187 154 1.5 147 1.43
50 281 241 220 206 197 190 184 180 176 173 170 168 163 157 154 150 146 142 139
60 279 239 218 204 195 187 182 177 174 171 168 166 160 154 1.51 148 144 140 136
80 2707 237 215 202 192 185 179 175 1.1 168 165 163 157 1.51 148 144 140 136 1.32
100 276 236 214 200 191 183 178 173 169 166 164 1.61 156 149 146 142 138 134 1.29

Note that the two different degrees of freedom are often reported as df = x,y where x and y are numbers, for example
df, = 20 and df; = 17 could be reported as df = 20,17.

The decision rule for the F test is
If F = F..;; reject Hy, otherwise fail to reject Hy

So if the F-ratio calculated is larger than the critical F-value, reject Ho and conclude that group variances appear to be
unequal (heterogeneous).

Example 1: Blood Pressure

Do males and females in EDUR 8131 have systolic blood pressure with similar variances?

. 2 — 2
HO- O_females = Omales

Table 3
Summary Statistics for Systolic Blood Pressure by Sex
Male Female
M= 130.143 M= 102.857
s= 20.514 s= 22.267

n= 7 n= 7




The variance for males is 20.514% = 420.824 and the variance for females is 22.267% = 495.82.

The female variance is larger so it will be the numerator in the F-max calculation and also df; =7 -1 =6. The
denominator degrees of freedomis df,=7-1=6.

Stargest _ 495.82
42082

F = 1.18

Sszmallest
The critical F value, for a=.10, with df = 6,6 is 3.05.
If 1.18 = 3.05 reject Hy, otherwise fail to reject Hy

Since 1.18 is less than 3.05 the decision is fail to reject Hy: ofzemales = 02 4105, therefore we conclude that the two
groups come from populations with similar variances, given the data collected.

If the variances are different then usually one would proceed with the t-test formula that corrects for heterogeneous
variances.

Example 2

Do the two groups of students involved in feedback participation have similar intrinsic motivation variances?

A2 — 2

HO' Ufeedback = Ono feedback
A2 2

Hl- Ufeedback * Ono feedback

Table 4
Intrinsic Motivation by Feedback Opportunity
Feedback Feedback
Opportunity: Yes Opportunity: No
M = 4.243 M = 3.100
s= 0.270 s= 1.413
n= 7 n= 12

The group that provided feedback had an intrinsic motivation variance of 0.073 (n = 7) and the group who did not
participate in feedback displayed an intrinsic motivation variance of 1.996 (n = 12).

The no feedback group’s variance is larger so it will be the numerator in the F-max calculation and that group’s df; =12 —
1 =11. The feedback group’s variance will be the denominator in the F test and their corresponding degrees of freedom
isdf,=7-1=6.

Stargest _ 1.996
s2 0.073

smallest

F = = 27.342

The critical F value, for a=.10, with df = 11,6 is 2.92.
If 27.342 > 2.92 reject Hy, otherwise fail to reject H

Since 11.285 is larger than 2.92 one must reject Ho and conclude the intrinsic motivation variances for these two groups
differ therefore the unequal variance formulas, the un-pooled variances, for the two-group t test must be used.
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10. t-test with Unequal Variances: t-ratio, SE4, and df

When variances are unequal, one uses the standard formula for the t-ratio:

t _ 21_22 _ 21_22

5%, —%o SEq

The difference from the pooled variance t-test is how the standard error of the mean difference is calculated; when
unequal variances exist one should use separate variances to determine the standard error. The standard error of the
difference, using separate variances rather than the pooled variance, is found by

2 2
S S
1 2
SEy =Sz 5, = |—+—
17X2
nq n,

The t ratio that results from employing the above standard error of the difference does not follow a t-distribution so p-
values will be incorrect. One approach to addressing this deficiency is to use a correction to the degrees of freedom. The
following formula represents the Satterthwaite approximated, or corrected, degrees of freedom, df,, reported by most

software:
)
n, n
Lo () ()
n1_1 Tl1 nz_l nz

This formula usually produces degrees of freedom that have decimal fractions (i.e., not a whole number). Critical t tables
only provide critical values for whole numbered degrees of freedom. If one is using statistical software to calculate the
standard error and df. then the decimal fraction is not an issue since the software should handle this information
correctly. However, if one wishes to find critical t values from a t table using df, then the decimal fraction is problematic
because tables for critical t values assume df are whole numbers.

df. =

Recommendations for using df. with critical t tables:

e replace df. withn; — 1 or n, — 1, whichever is smaller, and use this value as df for finding critical t values
e round down the df. to the nearest whole number — this method is recommended — then find critical t values

11. Example t-tests for Unequal Variances in Excel and SPSS
(a) Example 1: Blood Pressure

Is there a difference in mean systolic blood pressure between males and females in EDUR 8131? Raw data, descriptive
statistics, and t-test results for both groups are provided below.

The t-test with unequal variances is not needed for these data, nevertheless these data will be used as an example of
how to calculate the t-test for unequal variances.
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Table 1 (reposted)
Systolic Blood Pressure by Sex

Male Female

95 151 76 90
145 110 120 101
129 143 115 81
138 137

= 130.143 M= 102.857
s= 20.514 s= 22.267
n= 7 n= 7

If calculating by hand, follow these steps:

(a) First, perform F-max or Levene’s test to assess homogeneity of variances. If H: 012 = 022 is rejected then
proceed with the steps below for the unequal variances t-test; if If Hy: 012 = 022 is not rejected, the use the
pooled-samples (equal variances) t-test steps and formulas discussed above in section 7.

e SPSS: Levene’sF= 0.12; p=0.73; since p > a=.10 fail to reject, variances are similar

e Excel: F-max F= 0.18; critical F = 3.05 (a=.10); since calculated F is smaller than critical, FTR Ho

e F-max test and Levene’s test for these data show variances are similar so normally one would proceed
using the equal variances assumed t-test.

e However, we will pretend that these groups have unequal variances to illustrate steps in the t-test with
unequal variances.

(b) Determine mean and sample size for both groups.

() Find s?, variances, for both groups (use of standard deviation rather than variance is a common error):

SZale = 20.5142 = 420.824
Sfemale = 22.267% = 495.819

(d) Find SE; or g, _%,, standard error of the mean difference:

st s? 420.824 495.819
SE; = |—+— = + =60.1177 + 70.8313 =
ny, Ny 7 7

=+130.949 = 11.443
(e) Find the t-ratio, t:

_ X, —X, _ 130.143-102.857 _ 27.286

= = 2.385
SEq 11.443 11.443

t

(f) Find df and critical values for whichever significance level (a) is specified if using t-values for hypothesis
testing:
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2 NG 2
(8_1 4 S_z) (420.824 N 495.819)

df, = n, n _ 7 7
¢ 1 (s2\° 1 (s2\’ 1 (420.824)2 L1 (495.819)2
i) i) T ) =y
B (130.949)2 B 17147.6406
T 0.1667 * (60.1177)2 + 0.1667 * (70.8313)2 ~ 602.3566 + 836.1785
_ 17147.6406 _ 1192 1 11.00
14385351 '

a = .05; critical t =+ 2.20
o =.01; critical t =+ 3.11

(g) Apply decision rule
If |t| = |t.it] Teject Hy, otherwise fail to reject H,
If 12.385| = |2.20]| reject Hy, otherwise fail to reject H,

Since the calculated t-value of 2.385 is larger than the critical t-value of 2.20 reject Ho and conclude that
males have higher blood pressure than females since males’ blood pressure mean is higher.

Results from SPSS are presented below.

Figure 8
SPSS Output for Two-group t-test of Blood Pressure by Sex

Group Statistics

Std. Error
Sex M Wean Std. Deviation Mean
blood_pressure  Female 7 | 1028571 22 26678 8.41605 Use this row for unequa]
Male 7 | 1301429 2051364 7.75343 variance t-test results.

Independent Samples Test

Leveng< Testfor
Equ of Variances ttest for Equality of Means

95% Confidence
Interval of the
Mean Std. Error Difference
j F 3ig. 1 df Sig. (2-tailed) Difference Difference Lower Upper
plood_pressure Eq”a"’a”ances‘ 122 733 | 2384 12 034 | 2728571 | 1144315 | 5221810 | 235324
assumed
Equal variances
naot assumed -2.384 11.920 035 -27.28571 11.44315 | -52.23671 -2.33472

Questions
1. Why is the t-value obtained by hand calculation positive (2.385) and the one produced by SPSS negative (-2.384)?
In SPSS’s t-test command one has the option of identifying which group should be listed first in the t-test

formula; if the group with the higher mean is listed first then the mean difference and t-ratio will be positive; if
the group with the lower mean is listed first then the mean difference and t-ratio will be negative.
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2. Recall that for blood pressure data we found that group variances were not different which means the t-test with
equal variances can be used. This also means the results for both equal and unequal t-tests should be similar. Do you
notice any differences in t-test results between the equal and unequal t-test results reported by SPSS in Figure 8?

(b) Example 2: Intrinsic Motivation

Does intrinsic motivation differ between students who are given an opportunity to provide instructional feedback to
their instructor and students who not given an opportunity to provide instructional feedback?

Raw data and descriptive statistics for intrinsic motivation are presented below in Table 2.

Table 2 (reposted)
Intrinsic Motivation by Feedback Opportunity

Feedback Feedback
Opportunity: Yes Opportunity: No
4.2 4.6 1.1 1.3
4.5 2.3 3.1
4.3 3.8 4.7
3.9 4.8 2.9
4.3 4.2 2.9
3.9 4.9 1.2
M = 4.243 M = 3.100
s= 0.270 s= 1.413
n= 7 n= 12

If calculating by hand, follow these steps:

(a) First, perform F-max or Levene’s test to assess homogeneity of variances. If Hy: 62 = 07 is rejected then
proceed with the steps below for the unequal variances t-test; if If Hy: 012 = 022 is not rejected, the use the
pooled-samples (equal variances) t-test steps and formulas discussed above in section 7.

e SPSS: Levene’s F= 10.71; p=0.004; since p is less than a =.10 reject Ho
e Excel: F-max F= 27.39; critical F = 2.92; reject Hy: 0 = 2 since calculated F is larger than critical F

(b) Determine mean and sample size for both groups.
() Find s?, variances, for both groups (use of standard deviation rather than variance is a common error):

5205 = 0.27% = 0.0729
s2, = 1.413% = 1.9966

(d) Find SE; or g, _%,, standard error of the mean difference:

s2 g2 0.0729 1.9966

SEj = |[—+— = =+v0.0104 + 0.1664
d n1+n2 7 + 12 v +

=+0.1768 = 0.4205

(e) Find the t-ratio, t:
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_ X— X, _ 4.243-3.100 _ 1.143

t = =
SEgq 0.4205 0.4205

= 2.7182

(f) Find df and critical values for whichever significance level (a) is specified if using t-values for hypothesis

testing:
s 53\ 0.0729  1.9966)2
(n_ + n_) ( 7 T 12 )
dfe = : 2 2= 2 2

. (i)z . 1 (ﬁ) 1 (0.0729) N 1 (1.9966)
nl—l nl nz—l nz 7—1 7 12—1 12
B (0.17679)2 B 0.03125
"~ 0.16667 * (0.01041)2 + 0.0909 * (0.16638)2 ~ 0.000018 + 0.002516
_ 003125 12.33 1 12.00
©0.002534 '

o = .05; critical t =+ 2.18
o =.01; critical t = + 3.05

(g) Apply decision rule
If |t] = |teri| Teject Hy, otherwise fail to reject Hy
If 12.718| = |2.18| reject Hy, otherwise fail to reject H,
Since the calculated t-value of 2.718 is larger than the critical t-value of 2.18 reject Ho and conclude that
mean intrinsic motivation is higher for those students allowed to provide instructional feedback than for
those not given opportunity to offer instructional feedback.
Results from SPSS are presented in Figure 9.
Figure 9

SPSS Output for Two-group t-test of Intrinsic Motivation by Feedback Opportunity

Group Statistics

Std. Error
feedback il Meaan Std. Deviation Mean
motivation  1.00 7 4.2429 26992 10202 U thi i I .
.00 12 3.1000 1.41293 40788 5€ this row tor unequal variances

t-test.

Independent Samples Test/

Levene's Test for
Equality of Variances ttest for Equality of Means

95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. i df Sig. (2+ailed) | Difference Difference Lower Upper
mativation Eq”ﬁ':::;'a”ces 10.712 004 2,094 17 052 | 114286 54520 | 00888 | 220450
Equal variances
not assumed 2718 12.331 018 1.14286 42044 22951 2.05620

Notice the difference in inferential statistics (t-value, df, p-value, standard error of mean difference, and confidence
intervals) between equal and unequal variance t-test results.

21



12. Confidence Intervals about the Mean Difference

Recall the Cl formula for a sample mean

(1-a)Cl=X£(_ (%)tdf)(sf)

which can be simplified to
(1 — a)CI = X + (critical t value)(standard error of mean)

The CI for the mean difference requires only one change, replace X with X; — X,. The Cl for the mean difference is
(1—-a)CI = (X; — X;) % (critical t value)(standard error of mean dif ference)

(a) Example 1: Blood Pressure

Find a 95% and 99% Cls about the mean difference in systolic blood pressure between females and males.

Below are summary statistics for blood pressure:

Mean Blood Pressure for Males = 130.143
Mean Blood Pressure for Females = 102.857

Mean difference = 130.143 — 102.857 = 27.286
SE4 = 11.443 (assuming equal variances)
df=7+7-2= 12
95% t critical =+ 2.1

99% t critical = + 3.05

One needs only the mean difference, SE4, and critical t-values to calculate confidence intervals for mean differences.

The 95% Cl formula:
(1—a)Cl = (X; — X,) % (critical t value)(standard error of mean dif ference)
.95 CI = 27.286 £ (2.18)(11.443)

Upper Limit = 27.286 + (2.18)(11.443) = 27.286 + 24.94574 = 52.23
Lower Limit = 27.286 — (2.18)(11.443) = 27.286 — 24.94574 = 2.34

Interpretation:

One may be 95% confident that the interval 2.34 to 52.23 includes the population mean difference of systolic
blood pressure between females and males in EDUR 8131.

Since 0.00 does not appear within this interval, one may reject Ho since 0.00 is not one of the likely values for the mean
difference in blood pressure between males and females.

The 99% Cl formula (note the only change from above is the critical t-value, 2.18 to 3.05):
(1 —a)CI = (X; — X,) % (critical t value)(standard error of mean dif ferene)
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.99 CI = 27.286 + (3.05)(11.443)

Upper Limit = 27.286 + (3.05)(11.443) = 27.286 + 34.901 = 62.187
Lower Limit = 27.286 — (3.05)(11.443) = 27.286 — 34.901 = —7.615

Interpretation:

One may be 99% confident that the interval -7.615 to 62.187 includes the population mean difference of systolic

blood pressure between females and males in EDUR 8131.

Since 0.00 does appear within this interval, one would fail to reject Ho since 0.00 is one of the likely values for the mean

difference in blood pressure between males and females. Since 0.00 is one of the likely values for the mean difference,

this suggests that no difference is possible.

Figure 1, reposted here, shows the 95% confidence interval created by SPSS.

Question

Why does SPSS provide a 95% confidence interval with negative values while the 95% confidence interval calculated

above has positive values?

Whether negative or positive depends on which group is specified to be first when calculating the mean

difference. See reply to Question 1 on page 19 of these notes.

Illustrate how to obtain 99% Cl with SPSS, and how to change comparison groups
to obtain a 95% Cl with positive values to match the 95% Cl calculated above.

Figure 1 (Reposted)

SPSS Output for Two-group t-test of Blood Pressure by Sex

Group Statistics

Std. Error

Sex I Mean Std. Deviation Ilean
blood_pressure  Female 7| 102.8571 22 26678 8.41605
Male 7 | 1301429 2051364 7.75343

Independent Samples Test

Use this row for. equal
variance t-test results.

t-test for Equality of Means

/

L e's Testfor
uality of Variances
/

95% Confidence
Interval of the

Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) | Difference Difference Lower Upper
elood_pressure [ Equal vanances 122 733 | 2284 12 034 | 2728571 | 1144315 | 5221819 | 235324
assumed
Equal variances
not assumed -2.384 11.8920 035 -27.28571 11.44315 | -52.23671 -2.33472
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(b) Example 2: Intrinsic Motivation
Find a 95% and 99% Cls about the mean difference in systolic blood pressure between females and males.
Below are summary statistics for intrinsic motivation:

Mean Intrinsic Motivation for the “Yes” Feedback Group = 4.243

Mean Intrinsic Motivation for the “No” Feedback Group = 3.100
Mean difference = 4.243 -3.1=1.143

SE4 = 0.4205 (assuming unequal variances)

df=12.33 1 12.00

95% t critical = + 2.18

99% t critical = + 3.05

One needs only the mean difference, SE4, and critical t-values to calculate confidence intervals for mean differences.

The 95% Cl formula:
(1 —a)CI = (X; — X,) * (critical t value)(standard error of mean dif ference)
.95 CI = 1.143 %+ (2.18)(0.4205)

Upper Limit = 1.143 + (2.18)(0.4205) = 1.143 + 0.91669 = 2.0597
Lower Limit = 1.143 — (2.18)(0.4205) = 1.143 — 0.91669 = 0.2263

Interpretation:
One may be 95% confident that the interval 0.2263 to 2.0597 includes the population mean difference in
intrinsic motivation between those given the opportunity to provide feedback and those not given opportunity

to provide feedback.

Since 0.00 does not appear within this interval, one may reject Ho since 0.00 is not one of the likely values for the mean
difference in intrinsic motivation between the two groups studied.

The 99% Cl formula (note the only change from above is the critical t-value, 2.18 to 3.05):
(1 —a)CI = (X; — X,) % (critical t value)(standard error of mean dif ferene)
.95 CI = 1.143 + (3.05)(0.4205)

Upper Limit = 1.143 + (3.05)(0.4205) = 1.143 + 1.2825 = 2.426
Lower Limit = 1.143 — (3.05)(0.4205) = 1.143 — 1.2825 = —0.1336

Interpretation:
One may be 99% confident that the interval -0.1336 to 2.426 includes the population mean difference in

intrinsic motivation between those given the opportunity to provide feedback and those not given opportunity
to provide feedback.
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Since 0.00 does appear within this interval, one would fail to reject Ho since 0.00 is one of the likely values for the mean
difference in intrinsic motivation between the two groups studied. If 0.00 is one of the likely values for the mean
difference, this suggests that no difference is possible.

Figure 9, reposted here, shows the 95% confidence interval created by SPSS.

Figure 9 (Reposted)
SPSS Output for Two-group t-test of Intrinsic Motivation by Feedback Opportunity

Group Statistics

Std. Error
feedback I aan Std. Deviation Mean
motivation  1.00 7 4.2429 26992 10202 U thi i I .
.00 12 3.1000 1.41293 40738 se this row ror unequal variances

t-test.

Independent Samples Test/
Levene's Test for
Equality of Variances t-test for Equality of Means

95% Confidence
Interval of the
Mean Std. Error Difference
F Sig. t df Sig. (2-tailed) | Difference Difference Lawer Upper
maotivation  Equal variances
N 4 10,712 .004 2.094 17 052 1.14286 54589 -.00888 229459
Equal variances
nat assumed 2718 12.331 018 1.14286 42044 22951 2.05620

13. Pooled t-test vs. Unequal Variance t-test: Comparison of Possible Results

Given the presentation of both the pooled variances t-test and the unequal variances t-test, it is possible to arrive at
different inferential conclusions if the conditions (i.e., sample sizes, variances) are sufficiently discrepant. The following
examples should help clarify the effect of sample size and variance differences on statistical estimates for these two t-
test approaches.

For each scenario presented below observe differences in estimates of the following statistics for both pooled and
unequal variance t-test calculations:

(] SEd

e calculated t-ratio
o df

e p-value

e critical t-value
e 95% confidence interval

Work each example with the Excel file for calculating t-test results; use the
“Summary Statistics” sheet.

(a) Larger variance with larger sample size:

Group A Group B
M = 65 M = 50
s= 5 s= 25
n= 5 n= 25
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(b) Larger variance with smaller sample size:

Group A Group B
M = 65 M = 50
s= 25 s= 5
n= 5 n= 25

(c) Different variances but equal sample sizes:

Group A Group B
M = 65 M = 50
s= 25 s= 5
n= 25 n= 25

Note that when sample sizes are the same or nearly the same, there is usually little difference between t-test results
based upon equal and unequal variances even when variances differ greatly (e.g., example c above).

14. APA Style Results Presentation

It is possible to report two-independent samples t-test results in either textual or tabular format, but the tabular format
is preferred. Both options are provided below.

(a) Table Format
Three examples are provided:
e Table 5 shows a t-test with equal variances;
e Table 6 presents a t-test with unequal variances using the Satterthwaite approximation; and

e Table 7 provides results from three t-tests reported simultaneously in one table.

As with the one-sample t-test, written presentation should include first inferential information (whether Ho was
rejected) and this should be followed with interpretational information (what the results mean in simple language).

Table 5 demonstrates APA style for the t-test with pooled variance (i.e., equal variances t-test).

Table 5
Results of t-test and Descriptive Statistics for Systolic Blood Pressure by Sex
Sex 95% Cl for Mean
Female Male Difference
M SD n M SD n t df
Sys. Blood Pressure 102.86 22.27 7 130.14 20.51 7 -52.22,-2.35 -2.38%* 12
* p<.05.

There is a statistically significant mean difference in systolic blood pressure between males and females. Results
show that males tend ot have a higher systolic blood pressure than do females.

Table 6 demonstrates presentation of t-test results with unequal variances using the Satterthwaite approximation for
degrees of freedom. This is the most common adjustment used in statistical software and the adjustment found in SPSS.
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Table 6

Results of t-test and Descriptive Statistics for Intrinsic Motivation by Instructional Feedback Opportunity

Instructional Feedback Opportunity

95% Cl for Mean

Yes No Difference
M SD n M SD n
Intrinsic Motivation 4.24 0.27 7 3.10 1.41 12 0.23, 2.06 2.72*

Note: Satterthwaite approximation employed due to unequal group variances.

* p<.05.

Results of the t-test show a statistically significant mean difference in intrinsic motivation between students
given an opportunity to provide instructional feedback and students not given such an opportunity. Students
allowed to provide instructional feedback demonstrated greater average levels of intrinsic motivation when

compared to their peers not allowed to provide instructional feedback.

Table 7 shows how to combine results from several t-tests performed for the same groups.

Table 7

Results of t-tests and Descriptive Statistics SAT Verbal, SAT Math, and GPA by Sex

Outcome Sex 95% Cl for Mean
Male Female Difference
M SD n M SD n t df
SAT-Verbal 463.81 98.89 45 532.21 101.23 44 -110.56,-26.24 -3.22%* 87
SAT-Math 515.43 99.56 44 483.31 98.97 44 -9.95, 74.20 1.52 86
College GPA 2.71 132 45 3.16 1.16 44 -0.97,0.07 -1.71 87

*p<.05.

There are statistically significant differences, at the .05 level of significance, between male and female
college students in SAT verbal scores, but not with SAT mathematics or college GPA. Results show that
females had higher verbal scores, but no statistical difference exists between males and females in terms
of GPA or SAT mathematics scores.

e Logic—what cannot occur?
o Use the Excel spreadsheet for t-tests by summary statistics to identify which is incorrect.

There is a mistake in Table 7 — can you identify that mistake? Hint:

Watch the instructional video for this section to learn about the problem with Table 7.

(b) Text Format

Some may prefer to report t-test results directly within text especially if printed space is limited (such as due to per-page
publication costs). Below is an example illustration this presentation approach.

Results of the two-independent samples t-test shows that mean systolic blood pressure differs between
males (M = 130.14, SD = 20.51, n = 7) and females (M = 102.86, SD = 22.27, n = 7) at the .05 level of
significance (t = 2.38, df = 12, p <.05, 95% CI for mean difference 2.35 to 52.22). On average males tend

to have higher systolic blood pressure than females.
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15. Topics not Covered
(a) Directional tests
Directional (group 1 has higher mean than group 2)

The experimental group will show a higher level of achievement.

Ho: H1 < M2
Hi: 851 > W2

or

Ho: 11 - 12 £0.00
Hq: M1 - K2 > 0.00

Directional (group 2 has higher mean than group 1)

The experimental group will show a lower level of achievement.

Ho: 12 a2
H12 M < U2

or

HoZ H1 - K2 >0.00
H12 M1 - K2 <0.00

These are not covered because | think non-directional is better since it less likely one will “cheat” to obtain statistical
significance (i.e., adopts in a post-hoc fashion directional tests since they offer more power compared with non-
directional tests). Also statistical software tends to provide p-values only for non-directional tests.

(b) Effect Size d

The effect size d represents the mean difference divided by the common or pooled standard deviation:

Like a Z score, this value indicates the size of the mean difference in standard deviation units. The d formula may appear
to be the same as the t formula, but note the different denominator. In the d formula the denominator is s, the sample
standard deviation, and in the t formula the denominator is sz, standard error of the mean.

(c) Sample Size

One may calculate required sample size for a two-sample t test to meet specifications for Type 1 error rate (a), power
(1-B), and effect size (d). This requires use of tabled values or software.

16. Exercises

See the course web page and the course text for exercises for two-sample t test.
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