EDUR 8131
Chat 13: ANOVA, Part 2

1 Notes 9a: One-way ANOVA

Previous chat covered through section 6; brief review will be presented here of material presented in previous chat.

1. Purpose

Just like two-independent samples t-test, except can have more than 2 groups.

Example:

Is there a difference in overall mean MPG among country/area of origin of cars: American, European, and Japanese.

http://www.bwgriffin.com/gsu/courses/edur8131/data/cars.sav

2. Hypothesis

Overall ANOVA Hypothesis

Mean MPG will be same no matter what the origin of the car.

Ho: i = M (OR since three groups, Ho: pamerican = MEuropean = Hiapanese )

Hai: i # 1

Individual Comparison Hypothesis

Determine mean differences in MPG for each of these three possible pairwise comparisons
1. American vs. European cars,

2. American vs. Japanese, and

3. European vs. Japanese.

Covered below under multiple comparisons

1.3 Why not Separate t-tests?

The familywise, or experimentwise, error rate is higher than the nominal level of .05.

Comparison Alpha per comparison
t-testl=avs. b .05
t-test2=avs.c .05
t-test3=bvs.c .05



http://www.bwgriffin.com/gsu/courses/edur8131/data/cars.sav

Taken together, these three tests lead to familywise error rate of:

1-(1-a)¢

Where “c” is the number of comparison, alpha is the per comparison alpha level, so with three tests, the new Type 1

error rate is:

Familywise error rate = 1 — (1-a)¢
Familywise error rate = 1 — (1-.05)3
Familywise error rate = 1 — (.95)3
Familywise error rate = 1 —.857375
Familywise error rate =.142625

Familywise error rate interpretation = There is a .1426 chance that at least one hypothesis test among the three will be

incorrectly rejected (at least a .1462 chance of making a Type 1 error among the three tests performed).

So we need a mechanism for controlling the possible inflation of the Type 1 error rate across a family of tests. This

mechanism is discussed below under multiple comparisons.

4 Linear Model Representation

Skip

5 Logic of Testing Ho in ANOVA

Divides DV variance into components associated with group membership and error — see Table

Source SS df MS (variance) F
Between (group, regression) SSh df between MSb = SSb/dfb MSb / MSw
Within (error, residual) SSw df within MSw = SSw/dfw
Total SSt df total (SSt / df total =
variance of DV)

SS = sums of squares
DF = degrees of freedom

MS = mean square — ANOVA term for variance (mean square = variance)

F = F ratio

F-ratio=MSb /MSw (i.e., variance between / variance within)

F-ratio tests Ho: Wi =

An F-ratio of 0.00 tells what about the group means?

No mean difference among groups.




F-ratio measures group mean separation, the larger the F ratio, the more group mean separation, so the larger the

difference among groups.

ANOVA
Miles per Gallon
Sum of df Mean Square F Sig.
Squares
Between Groups 7984.957 2 3992.479 97.969 .000
Within Groups 16056.415 394 40.752
Total 24041.372 396

Variance of MPG based upon the ANOVA results would be

(SS total / df total) = 24041.372 / 396 = 60.712

What this shows is that SS / DF = variance of the DV (mpg in this example)
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6 One-way ANOVA in SPSS
SPSS Results of One-way ANOVA (both oneway and general linear model commands)

Analyze -> Compare means -> One-way ANOVA

Jdid CUILur

Analyze Graphs Utilities Add-ons  Window Help

J Reports >

Descriptive Statistics ¥

Tables > 7 — I
i Compare Means > Means... |
; General Linear Model > One-Sample T Test...
N Mixed Models > Independent-Samples T Test...
5 Correlate ¥ Paired-Samples T Test...
g Regressicn ¥ One-Way ANOVA...
- Loglinear >
Y Classify ; 70 1955
E Data Reduction > 52 2035
_ Scale ¥
5 Nonparametric Tests ¥ 65 2045
y o sl | 63 2051
] Multiple Response >
' A~ AT

Move the DV, MPG, to the DV box
Move the IV, Origins, to the Factor box (factor is the anova term for categorical, nominal 1V)

P = =W = Ay o8 r— )

= | One-Way ANOVA

Dependent List:

@ Miles per Gallon =
@ Engine Displaceme
#> Horsepower horse’
> Vehicle Weight (bs
> Time to Accelerate
> Model ear (modul:

<> Courtry of Crigi Factor: Help
> Number of Cylinden
< American

> European
<#» Japanese

Feset

Cancel

w  Contrasts... | Post Hoc... Options...

ikl g

T T T8 T = T T T TP T

Click on Options and mark Describes to get M, SD, and n for each group.



- = 14 r9
<# Engine Displacement {: Dgendem List: oK | 21 7 1
< Horsepower [horse] Miles per Gallon [mpg]
4 Vehicle Weight (bs ) [v \Il M 22 76
4 Time to Accelerate fror Reset 1 6 8 1
4 Model Year (modula 10
&> Number of Cyfinders [cr e 1 7 77
4 American Factor: Help |
gh:;pn:; \Il @ Courtry of Origin [o 1 6 77 -
One-Way ANOVA: Opti :
Contrasts... | Post Hoc... Options... ety pens
Statistics
[LV}e] DS 2129 [v Descriptive —
I” Fixed and random effects ﬂ
98 70 21 25 ™ Homogeneity of variance test Help
™ Brown-Forsythe
90 75 2125 =
98 80 2126 I Mermpit
1 05 70 2 1 50 Missing Values
* Exclude cases analysis by analysis
98 68 21 55 " Exclude cases listwise
114 an 21RR

Results of Oneway command in SPSS

Descriptives
Miles per Gallon
95% Confidence Interval for
Mean
M Mean Std. Deviation Std. Error | Lower Bound | Upper Bound | Minimum Maximum
American 243 2013 6.377 405 19.33 2083 10 a8
European 70 27.89 6.724 B804 2628 2948 16 44
Japanese 74 30.45 6.090 G685 29.08 3181 18 47
Total 2497 23.55 7792 391 2278 24 32 10 47
ANOVA

Miles per Gallon

Sum of

Squares df Mean Square F Sig.
Between Groups 7984 957 2 3992 479 97.969 000
Within Groups 16056.415 394 40.752
Total 24041 372 396

Results of General Linear Model Command in SPSS

1. Analyze, General Linear Model, Univariate




fAnal},rze Graphs  Utilities Add-ons  Window Help

m

;.? Reports »

= Descriptive Statistics r

— Tables »

ﬂ Compare Means b ;ht accel year

] General Linear Model » Univariate... _l
Mixed Models » Multivariate... 7

] Correlate » Repeated Measures... ﬁ
Regression ' Variance Components... ﬁ

— Loglinear »

| Classity , 5449 11 7l
Data Reduction r 4341 10 7!

] scale > §354 9 7

] Monparametric Tests » 1312 9 7

— Survival »

| Multiple Response » $425 10 7

39U T9UT 850 9 7l

2. Move DV to DV box, move grouping variable into fixed factor box (see below)

7| Univariate

Dependent Variable:

l‘ I@ Miles per Gallon [mpa]

@ Engine Displacement |

<#> Horsepower [horse]
< Vehicle Weight (bs ) [v 2ed Factore] Contrasts... |
> Time to Accelerate fror

<# Model Year (modulo 1C

¥ Country of Origin [origi
@ Mumber of Cylinders [o

@ oyirec = 1] cylrec = 2 Random Factor(s):

Post Hoc... |
Save... |
Cptions. .. |

Covarnate(s):

WLS Weight:
|

OK | Paste | Reset | Cancel| Hep |

3. To get descriptive statistics (M, SD, n) per group, click on Options then place mark next to Descriptive Statistics



@

&=

smet { Dependent Varable: Model..
irse] III |® Miles per Gallon [mpa]
lbs } [I‘, Contrasts. .. |
' f Fixed Facton(s):
ate fror
igin [arigi Plots... )
dulo 1 E] @Countryof Crigin [origir 5 Sig.
ders [o! Paost Hoc... 000
=2 Random Factaoris):
Save... I
lZl E Options...
Covaratels):
lzl Univariate: Options [Stop Sharing |~ |75
Estimated Marginal Means
WLS Weight: Fél::tl::f{S} and Factor Interactions: Display Means for:
lZl | {OVERALL)
angin
J Paste | Reset | Cancel ‘ Help |
7 [OEEL S0, UEVIEnon | o, [
248 2013 6.377
70 27.89 6.724 |LSD fnone) -l
79 30.45 6.090
397 2355 7.792 Display
[w Descriptive statistics [ Homogenetty tests
[ Estimates of effect size [~ Spread vs. level plot
[~ Observed power [~ Residual plot
ANOVA [ Parameter estimates [ Lack of fit
[~ Contrast coefficient matroc [~ General estimable function
Sum of
Squares df Mean Square | Signficance level: |05 Confidence intervals are 95%
7984 957 2 3892 479 -
Continue | Cancel Hel
16056.415 304 40752 | ?
24041 279 20/ T T
Results
Descriptive Statistics
Dependent Variable: Miles per Gallon
Country of Origin Mean Std. Deviation M
American 2013 B.377 248
European 27.849 6.724 70
Japanese 30.45 G.090 79
Taotal 2355 7792 3497




Tests of Between-Subjects Effects

Dependent YVariable: Miles per Gallon

Type lll Sum
Source of Squares df Mean Square F Sig.
et e o = e S=asl SEEE
e anad it T e 4 e B L Ear s SEEE
origin{ between) 7934 957 2 3992 478 87.969 000
Error {within) 160586415 394 40.752
Corrected Total 24041372 394

4. R Squared = 332 (Adjusted R Squared = .329)

One benefit from the General Linear Model command is the calculation of R? and Adjusted R? values (see table above).

Both R? and Adjusted R? have the same interpretation as with regression—the proportion of variance in the DV that can
be predicted by the ANOVA model (country of origin in this example).

If you used the One-way command and wanted to calculate the R2 value yourself, here’s how:

ANOVA
Miles per Gallan
2um of
Squares df Mean Square F Sig.
Between Groups 7984 957 2 23992 479 97.969 000
Within Groups 16056.415 304 40.752
Total 24041 372 286

R? = SS between / SS total = 7984.957/ 24041.372 = 0.3321

7. Multiple Comparisons

Problem — ANOVA results above show that there is a statistically significant mean difference in MPG based upon origin
of vehicle, but the ANOVA does not indicate which groups (which countries of origin) are different.

Many possible — see, for example, post hoc options in oneway command in SPSS.

From Oneway SPSS command:



One-Way AMOVA: Post Hoc Multiple Comparisons M} X

Equal Varances Assumed

[~ LSD [~ 5-N-K [~ Waller-Duncan
[~ Bonfemroni [~ Tukey 100
[ Sidak [ Tukey'sb [~ Dunnett

| Scheffe | Duncan Last

|~ R-EGWF |~ Hochberg's GTZ
[ REGWQ [~ Gabriel o " "

Equal Varances Not Assumed
[~ Tamhanes T2 [ Dunnett's T3 [ Games-Howel [ Dunnett'sC

Significance level: |05
Continue | Cancel Help

a. Bonferroni Adjustment for Multiple Comparisons

Control familywise error rate at a set level such as .05 or .01, divide nominal alpha for familywise error rate by number
of comparisons performed and use resulting adjusted alpha as the new per comparison alpha.

(familywise o)

Bonferroni adjusted a for pairwise comparisons = -
(number of comparisons)

Divide familywise alpha (e.g., .05) by the number of comparisons and use the result as the new alpha for each pairwise
comparison.

Example
Compare car MPG by area of origin (American, Japanese, European).

Three possible pairwise comparisons:
Comparison 1 = American vs. Japanese
Comparison 2 = American vs. European
Comparison 3 = Japanese vs. European
Familywise Error Rate to be set at alpha = .05

Bonferroni adjusted comparison alpha for each pairwise comparison

Bonferroni adjusted a =.05/3 =
.0167

Decision rule

If p < alpha (or Bonferroni alpha) reject Ho, but if p > alpha fail to reject



Comparison

Old Alpha

Bonferroni Adjusted

P-value (fictional

Alpha values given)
1 = American vs. Japanese .05 .0167 .002
2 = American vs. European .05 .0167 .018
3 = Japanese vs. European .05 .0167 .042
Familywise Error Rate (1-(1-a)¢)= 0.14263 Value =?
.049267

If .018 < .05 reject Ho, but if p > alpha fail to reject
If .018 <.0167 reject Ho, but if p > alpha fail to reject

+
}.

0.00 .0167

What would be the Bonferroni alpha per comparison if we want an overall familywise error rate of .05 and we have 6

+ Number Line

.05

comparisons (4 groups means 6 possible pairwise comparisons)?

l.avs.b
2.avs.C
3.avs.d
4.bvs.c
5.bvs.d
6.cvs.d

What would be the Bonferroni adjusted alpha for these 6 comparisons?

Bonferroni alpha = (familywise error rate) / number of comparisons =

Bonferroni alpha = (familywise error rate) / number of comparisons = .05 / 6 = .008333

For 6 comparisons with per comparison unadjusted a = .05, what would be the familywise error rate?

Familywise Error Rate (1-(1-a)°) =

For 6 comparisons with per comparison Bonferroni adjusted a = .008333, what would be the familywise error rate?

Familywise Error Rate (1-(1-a)%)=

.2649

.0489

10



Table showing Bonferroni Pairwise Adjusted Alpha per comparison

Number of

Comparisons 2=.05
1 0.0500000
2 0.0250000
3 0.0166667
4 0.0125000
5 0.0100000
6 0.0083333
7 0.0071429
8 0.0062500
9 0.0055556
10 0.0050000

Question

What is the potential drawback to such small per comparison, Bonferroni adjusted a when the number of

comparisons increases?

Answer

As the probability of a Type 1 error decreases, the probability of a Type 2 error increases. Recall that a Type 2 is
failing to reject a false Ho (failing to detect group differences if they exist). As a becomes smaller, it becomes more
and more difficult to reject Ho, so therefore it becomes more difficult to find real differences if they exist. In short,

a=.01

0.0100000
0.0050000
0.0033333
0.0025000
0.0020000
0.0016667
0.0014286
0.0012500
0.0011111
0.0010000

<Familywise Error Rate (Familywise Alpha)

< Pairwise Error Rate (adjusted alpha)

as a becomes smaller the test loses power (1-B) to detect differences if they exist.

b. Scheffé Adjustment for Multiple Comparisons

e Too complex to cover here, but the logic is similar to Bonferroni

e More conservative (less likely to reject Ho, less power) unless there are a large number of comparisons
e Once calculated it is good for all pairwise and more complex comparisons or contrasts (e.g., ([a+b]/2 vs. c), no

need to recalculate adjusted a once other comparisons are added

e Use if more than 5 to 7 comparisons it should be better than Bonferroni (i.e., give more power), but calculate

and compare Cl with Bonferroni to determine which is more powerful, Scheffe or Bonferroni

e Based upon critical F-ratio

11



Example (with SPSS)

Test mean differences in mean MPG among three groups (use SPSS)

Am. Vs. Eu
Am. Vs Jap.
Eur vs. Jap.

Recall the mean MPG for each of the three origins:

American =20.13
European = 27.89
Japanese =30.45

Descriptives

Miles per Gallon

95% Confidence Interval for
Mean
M Mean 5Std. Deviation | Std. Error | Lower Bound | Upper Bound | Minimum | Maximum
American 248 2013 G.377 405 18.33 2093 10 38
European 70 27.89 6.724 804 26.29 29.49 16 44
Japanese 79 3045 G.0a0 G685 28.09 31.81 18 47
Total 397 23.55 7.792 391 2278 24 32 10 47

HO: l-iAmerican = l-iEuropean

OR

Ho: MUAmerican = HEuropean = 0.00
So what are the mean differences for each of these comparisons?

American =20.13
European = 27.89
Japanese = 30.45

Am. Vs. Eur.=20.13-27.89="
Am. Vs. Eur.=20.13-27.89=-7.76

Am. Vs lJap. =7
Am. Vs Jap. =20.13-30.45= -10.32

Eur.vs. Jap. =7
Eur. vs. Jap. =-2.56

Show SPSS Bonferroni and Scheffe

12



Using oneway command in SPSS

Select “Post Hoc” to obtain Bonferroni and Scheffe corrections and confidence intervals.

I = T - ¥ N R SO [, T °

11 == 1§

Lol

5 One-Way ANOVA =]
<> Engine Displacement ( Dependent List: oK . .
<> Horsepower [horse] #> Miles per Gallon [mpa] - ear origin cyllnder
@ Vehicle Weight (bs) v |_* | _Fase | 70 1 8
# Time to Accelerste fror Reseat
< Mode! Year {modulo 1C 70 1 8
& Number of Cylinders [c; sis 70 -1 8
Groylrec =11 cylrec =2 Factor- Help
(5 oty of Onn [ ] 70 1 8
@ Courtry of Origin [o
70 1 8
Contrasts. .. | Post Hoct | Options... ‘ 70 -1 8
iRV 22U g One- AMNOVA: Post Hoc Multiple Comparisons M X [
440 215 4 ~Equal Variances Assumed |
LSD [~ 5-MN-K [~ Waller-Duncan
455 225 4 [ Borfemoni [ Tukey 100
390 190 3 iz [ Tukeysh [~ Dunnett
[ Duncan Last
133 115 3 G F [~ Hochberg's GT2
350 .1 65 4 [~ REGWQ [~ Gabriel {+ i -
351 153 4 Equal Varances Mot Assumed
383 175 4 [~ Tamhanes T2 [ Dunnett's T3 [ Games-Howel [ Dunnetts C
360 175 3 Signficance level: |05
383 170 3 Continue | Cancel Help
24N 1RN AR (o] 7T T ™

Multiple Comparisons

Dependent WVariable: Miles per Gallan

Mean

Difference 95% Confidence Interval
(1) Country of Origin ~ (J) Country of Origin (1-1) Std. Error 3ig. Lower Bound | Upper Bound
Scheffe American European —-——é -7.763* 864 000 -9.89 -5.64
-— Japanese ————f-"s, -10.322* 825 000 12.35 -8.30
European American T 7763 864 000 5.64 9.89
Japanese = -2.558 1.048 052 -5.13 0z
Japanese American 7 {0320+ 825 000 2.30 1235
European 2.559 1.048 052 -02 513
Bonferroni  American European “—"'-‘5 -7 763" 864 000 -0.84 -5.69
—‘ﬂ Japanese ———{% 10 322" 825 000 -12.31 834
European American T.763* 864 000 5.69 9.84
} Japanese ——j: -2 hhg* 1.048 045 -5.08 -04
f Japanese American 10.322* 825 000 8.34 121
European 2.559% 1.048 045 04 5.08

*. The mean difference is significant at the .05 level.

13



Question
Do the Bonferroni and Scheffe produce different inferences for the above data?

Answer
Note difference inference result for European vs. Japanese comparisons. FTR for Scheffé, but reject for
Bonferroni (thus, Bonferroni has slightly more power than Scheffe)

APA Style for Car Data

Descriptives

Miles per Gallon

95% Confidence Interval for
Mean
M Mean 5Std. Deviation | Std. Error | Lower Bound | Upper Bound | Minimum | Maximum
American 248 2013 68.377 405 19.33 20.93 10 38
European 70 27.89 6.724 804 26.29 29.49 16 44
Japanese 79 3045 6.080 GB5 29.09 31.81 18 47
Total 397 23.55 7792 31 2278 2432 10 47
ANOVA

Miles per Gallon

Sum of

Squares df Mean Square F Sig.
Between Groups 7984.957 2 39924749 97.9649 000
Within Groups 16056.415 394 40.752
Total 24041372 396

Table 1

ANOVA Results and Descriptive Statistics for Number of Inquiries by Days of the Week
Days Mean SD n
American 20.13 6.38 248
European 27.89 6.72 70
Japanese 30.45 6.09 79
Source SS df MS F
Origin 7984.96 2 3992.48 97.97*
Error 16056.42 394 40.75

Note. R?=.33

*p<.05

[If we wished to report R? value, it would be (SS between)/ (SS total) = 7984.96/24041.38 = .33]



Multiple Comparisons

Dependent Variable: Miles per Gallon

Mean

Difference 95% Confidence Interval
(1) Country of Origin~ (J) Country of Qrigin (-1} Std. Errar Sig. Lower Bound | Upper Bound
Scheffe American European ————dj-y -7.763* 8R4 000 -9.89 -5.64
—-— Japanese ————f——s, -10.322* 825 .000 -12.35 -8.30
European American T T 763" B64 000 564 9.88
Japanese ____—— -2.559 1.048 052 -5.13 02
Japanese American 7 103227 825 000 8.30 12.35
European 2558 1.048 052 -02 513
Bonferroni 4 American European “—-"-'3 -7.763* 864 000 -9.84 -5.69
—"ﬂH Japanese ——{% 10 322+ 825 000 -12.31 834
European American 7763 8B4 000 5.69 9.84
} Japanese ——‘;: -2.559% 1.048 045 -5.08 -04
H Japanese American 10.322* 825 000 8.34 12.31
European 2.559* 1.048 045 04 5.08

*. The mean difference is significant at the .05 lavel.

Table 2

Multiple Comparisons and Mean Differences in Ad Inquiries by Week Days

Comparisons Mean Difference s.e. Scheffé Adjusted
95% Cl

Avs. E -7.76* .86 -9.89, -5.64

Avs. ) -10.32* .83 -12.35, -8.30

Jvs. E 2.56 1.05 -.02,5.13

Note. A = American, E = European, and J = Japanese.
* p <.05, where p-values are adjusted using the Scheffé method.

There are statistically significant mean differences in MPG among areas of origin. Both European and Japanese cars
obtain statistically higher MPG than their American counterparts. However, there is not a statistically significant mean
difference in MPG between Japanese and European cars; cars from both origins appear to obtain similar MPG.

Additional ANOVA Examples (with APA)
Example Data
http://www.bwgriffin.com/gsu/courses/edur8132/data/Newspaper Ad Inquiries.sav

Excel Version
http://www.bwgriffin.com/gsu/courses/edur8131/data/Newspaper Ad Inquiries.xls

Example 1
IV = section of newspaper (1 = news, 2 = business, 3 = sports)
DV = inquiries — number of contacts received about an ad placed in newspaper

15


http://www.bwgriffin.com/gsu/courses/edur8132/data/Newspaper_Ad_Inquiries.sav
http://www.bwgriffin.com/gsu/courses/edur8131/data/Newspaper_Ad_Inquiries.xls

Run ANOVA with the above IV and DV. Determine if multiple comparisons are needed, if yes, perform multiple

comparisons. Set alpha = .05
When the ANOVA is completed, post the value of the obtained F ratio in the chat box.

F=4.235
p-value (called Sig. in SPSS) = .019

Decision rule for p-values:
If p-value is < alpha reject Ho, otherwise fail to reject Ho

Question
Do we reject or fail to reject Ho of no difference in inquiries based upon sections of the newspaper.

Answer
Reject Ho.

Question
Since we reject the overall null (all means are equal), what is the next step in the ANOVA analysis?

Perform multiple comparisons to pinpoint which sections of the newspaper differ in mean inquiries.

Question
Recall that the p-value for the F ratio was =.019
If we had set @ =.01 instead, then would we reject overall null based upon F test?

Since p = .019 since it is larger than a = .01, so Fail To Reject (FTR) null (Ho: no differences in mean number of
inquiries across the three sections of newspaper).

Question
Since we FTR, what does this result tell us?

No difference in inquires across sections of the newspaper — no difference in mean number of inquiries

Question
Since we failed to reject the overall null (all means are equal), what is the next step in the ANOVA analysis?

Since the overall null of no difference among the three groups was not rejected, and since the null says means
are the same, we stop analysis here and report results — there is no need to perform multiple comparisons to
pinpoint group differences since the null tells us the means are the same (they don’t differ).

Analysis
Run analysis in SPSS and find Bonferroni and Scheffe confidence intervals (run multiple comparison procedures).

16



Mumber of inquiries from ads

Descriptives

95% Confidence Interval for
Mean
M Mean Std. Deviation | Std. Error | Lower Bound | Upper Bound | Minimum | Maximum
Mews 20 2.80 3.054 Gad 747 10.33 3 14
Business 20 910 1.744 380 3.28 9.92 G 13
Sports 20 7.00 2575 576 579 2.21 3 12
Total 60 8.33 2653 243 7.65 9.02 3 14
ANOVA
Mumber of inquiries from ads
Sum of
Squares df Mean Square F 3ig.
Between Groups 53.733 2 26.867 4 235 0149
Within Groups 361.600 57 6.344
Total 415333 54
Multiple Comparisons
Dependent Variable: Number of inquiries from ads
Bonferroni
Mean
Difference 95% Confidence Interval
(I) Section (J) Section (I-J) Std. Error Sig. Lower Bound | Upper Bound
News Business -.200 796 1.000 -2.16 1.76
Sports 1.900 796 .061 -.06 3.86
Business News 200 796 1.000 -1.76 2.16
Sports 2.100% 796 032 14 4.06
Sports News -1.900 796 .061 -3.86 .06
Business -2.100* 796 032 -4.06 -14

*. The mean difference is significant at the .05 level.

With both Bonferroni and Scheffe conducted

17



Multiple Comparisons

Dependent Variable: Mumber of inquiries from ads

Mean
Difference 95% Confidence Interval
() Section (J)Section -1} Std. Error 3ig. Lower Bound | Upper Bound
Scheffe Mews Business -.200 796 9649 =220 1.80
Sports 1.900 796 066 =10 3.90
Business  Mews 200 796 969 -1.80 2.20
Sports 21007 796 038 0 4.10
Sports Mews -1.900 796 066 -3.80 10
Business -2.100* 796 038 -4.10 =10
Bonferroni  News Business 200 796 1.000 -2.16 176
Sports 1.900 796 061 -06 3.86
Business  Mews 200 796 1.000 -1.76 216
Sports 21007 796 032 4 4.06
Spors Mews -1.900 7a6 061 -3.86 ]3]
Business -2.100* 796 032 -4.06 -4

* The mean difference is significant at the .05 level.

Example 2
IV = days --- days of the week
DV = inquiries

Run ANOVA with the above IV and DV. Determine if multiple comparisons are needed, if yes, perform multiple
comparisons. Set alpha = .05

When the ANOVA is completed, post the value of the obtained F ratio in the chat box.

F= 7.519

Recall this F ratio tests Ho: no difference in # of inquiries across days of the week,
i.e., mean number of inquires should be same each day of week

p-value (called Sig. in SPSS) = .000

Decision rule for p-values:

If p-value is < alpha reject Ho, otherwise fail to reject Ho

Question
Reject or fail to reject?

Reject

Question
What is next step in analysis?



Since we rejected Ho (no difference in inquiries across days of the week), and found that number of inquires
does appear to differ based upon which day ad was placed, next step is to perform multiple comparisons
(pairwise comparisons with corrections using Bonferroni or Scheffe) to pinpoint which days are better for
generating inquiries.

Question
Given that we have 5 days to compare, which method should give us better results (tighter confidence
intervals), Scheffe or Bonferroni?

How many comparisons are possible with 5 groups?
Possible comparisons:

. Monday vs. Tuesday,
. Monday vs. Wed.,

. Mon. vs. Thurs.,

. Mon. vs. Fri.

. Tues. vs. Wed.,

. Tues vs. Thursday

. Tues. vs. Friday

. Wed. vs. Thurs.,

. Wed. vs. Fri.

10. Thurs. vs. Fri.

O 00 N OO U1 B WIN -

Since there are 10 comparisons, Scheffe should provide tighter confidence intervals.
Number of pairwise comparisons ignoring order:

n(n-1)/2 = number of pairwise comparisons
where n = number of groups.

5(5-1)/2 =

5(4)/2 =

20/2 =10

SPSS Results (using One-way ANOVA)

19



Number of ing

uiries from ads

Descriptives

95% Confidence Interval for
Mean
N Mean Std. Deviation | Std. Error | Lower Bound | UpperBound | Minimum | Maximum
Monday 12 8.08 3.315 957 5.98 10.19 3 13
Tuesday 12 8.50 2.067 597 7.19 9.81 5 12
Wednesday 12 8.17 1.697 490 7.09 9.24 5 11
Thursday 12 6.00 1.758 .508 488 T2 3 9
Friday 12 10.92 1.782 514 9.78 12.05 8 14
Total 60 8.33 2.653 .343 7.65 9.02 3 14
ANOVA
Number of inquiries from ads
Sum of
Squares df Mean Square F Sig,
Between Groups 146.833 4 36.708 7.519 .000
Within Groups 268.500 55 4882
Total 415.333 59
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Multiple Comparisons

Dependent Variable: Number of inquiries from ads

Mean
Difference 95% Confidence Interval
(I) Days (J) Days (I-J) Std. Error Sig. Lower Bound | Upper Bound
Scheffe Monday Tuesday -417 .902 .995 -3.29 2.46
Wednesday -.083 .902 1.000 -2.96 279
Thursday 2.083 .902 269 -79 4.96
Friday -2.833 .902 .055 -5.71 .04
Tuesday Monday 417 .902 .995 -2.46 3.29
Wednesday 333 902 .998 -2.54 3.21
Thursday 2.500 .902 120 -37 H.3F
Friday -2.417 .902 143 -5.29 46
Wednesday Monday .083 .902 1.000 -2.79 296
Tuesday -333 .902 .998 -3.21 254
Thursday 2.167 .902 232 -71 5.04
Friday -2.750 .902 .068 -5.62 2
Thursday Monday -2.083 902 .269 -4.96 79
Tuesday -2.500 .902 120 -5.37 37
Wednesday -2.167 .902 232 -5.04 71
Friday -4.917* .902 .000 -7.79 -2.04
Friday Monday 2.833 .902 .055 -.04 5.71
Tuesday 2.417 .902 143 -.46 529
Wednesday 2750 902 068 -12 562
Thursday 4.917* .902 .000 2.04 7.79 u
| Bonferroni | Monday Tuesday —a17 902 1.000 .05 222
Wednesday -.083 .902 1.000 272 255
Thursday 2083 an? 247 -85 472
Friday -2.833* 902 027 -5.47 -Azcd_
Tuesday Monday 17 .902 1.000 -2.22 3.05
Wednesday 333 .902 1.000 -2.30 297
Thursday 2.500 .902 .076 -14 5.14
Friday -2.417 .902 .097 -5.05 .22
Wednesday Monday .083 .902 1.000 -2.55 272
Tuesday -333 .902 1.000 -2.97 2.30
Thursday 2.167 .902 197 -.47 4.80
[ Frigay -2.750* 902 035 -5.39 -11]
Thursday Monday -2.083 .902 247 -4.72 .55
Tuesday -2.500 .902 .076 -5.14 14
__Wednesday -2 187 902 197 -4 80 47
i ; 902
Friday
Tuesday 2417 902 097 -22 505
Wednesday 2.750* .902 .035 Bk 5.39
ursday g : : .28 .55

*. The mean difference is significant at the .05 level.



9. APA Style Results

APA Style with Days of Week and Ad Inquiries.

Table 1

ANOVA Results and Descriptive Statistics for Number of Inquiries by Days of the Week
Days Mean SD n
Monday 8.08 3.32 12
Tuesday 8.50 2.07 12
Wednesday 8.17 1.70 12
Thursday 6.00 1.76 12
Friday 10.92 1.78 12
Source SS df MS F
Days 146.83 4 36.71 7.52%*
Error 268.50 55 4.88

Note. R?=.35

*p<.05

[If we wished to report R? value, it would be (SS between)/ (SS total) = 146.833/415.333 = .35]

Table 2
Multiple Comparisons and Mean Differences in Ad Inquiries by Week Days
Comparisons Mean Difference s.e. Scheffé Adjusted
95% Cl
Mvs. T -0.42 .902 -3.29, 2.46
M vs. W -0.08 .902 -2.96, 2.79
M vs. Th 2.08 .902 -0.79, 4.96
Mvs. F -2.83 .902 -5.71,0.04
Tvs. W 0.33 .902 -2.54,3.21
Tvs.Th 2.50 .902 -0.37,5.37
Tvs. F -2.42 .902 -5.29, 0.46
W vs. Th 2.17 .902 -0.71,5.04
W vs. F -2.75 .902 -5.62,0.12
Thvs. F -4.92% .902 -7.79,-2.04

Note. M = Monday, T = Tuesday, W = Wednesday, Th = Thursday, and F = Friday.
* p <.05, where p-values are adjusted using the Scheffé method.

ANOVA results show there is a statistically significant mean difference in number of advertisement inquiries
across weekdays. As shown in Table 2, the only significant pairwise comparison is between inquiries for Thusday
and Friday, with the number of inquiries on Fridays averaging about 10.92 and the number on Thursdays
averaging 6.00, so it seems there are more inquiries on Friday than on Thursday. Inquiries on other days of the
week were between these two means, and were not statistically different from either Thursday or Friday. In

22



summary, it seems the day with the greatest number of inquiries is Friday, but this number was not statistically
greater than the number of inquiries received on Mondays, Tuesdays, or Wednesday.

Note — if using Bonferroni, the results differ somewhat. Here is how | would reword that:

As shown in Table 2, Friday has more inquiries than either Monday, Wednesday, or Thursday. On average the
number of inquiries on Friday is about 2.5 to 5 more than the other days of the week except Tuesday. ... etc.

23



